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ABSTRACT

The multi-variate optimal fingerprint method for the detection of an externally forced climate change signal in the presence of natural internal variability is extended to the attribution problem. To determine whether a climate change signal which has been detected in observed climate data can be attributed to a particular climate forcing mechanism, or combination of mechanisms, the predicted space-time dependent climate change signal patterns for the candidate climate forcings must be specified. In addition to the signal patterns, the method requires input information on the space-time dependent covariance matrices of the natural climate variability and the predicted signal pattern errors. The detection and attribution problem is treated as a sequence of individual consistency tests applied to all candidate forcing mechanisms, as well as to the null hypothesis that no climate change has taken place, within the phase space spanned by the predicted climate change patterns. As output the method yields a significance level for the detection of a climate change signal in the observed data and individual confidence levels for the consistency of the retrieved climate change signal with each of the forcing mechanisms. A statistically significant climate change signal is regarded as consistent with a given forcing mechanism if the statistical confidence level exceeds a given critical value, but is attributed to that forcing only if all other climate change mechanisms are rejected at that confidence level. The analysis is carried out using tensor notation, with a metric given by the natural-variability covariance matrix. This clarifies the relation between the covariant signal patterns and their contravariant fingerprint counterparts. The signal patterns define the vector space in which the climate trajectories are analyzed, while the fingerprints are needed to project the climate trajectories onto this space.

1 Introduction

There is mounting evidence that the global warming due to increasing atmospheric greenhouse gas concentrations predicted by state-of-the-art coupled ocean-atmosphere global circulation models (CGCMs) is beginning to emerge from the background noise of natural climate variability (cf. summary in IPCC Second Assessment Report, Santer et al, 1995b). However, much of the evidence is still qualitative or circumstantial. There have been relatively few attempts to assign a quantitative measure to the probability that a climate change signal distinct from natural climate variability can be detected in observed climate data.

A basic obstacle for quantitative signal-to-noise analyses is that they require information on the space-time structure of both the predicted climate signal and the climate variability. While the predicted signal properties can be inferred from model computations, the estimation of the required space-time covariance structure of natural climate variability from model simulations and observations is more difficult. Thus although general multi-variate theories for the optimal detection of a space-time dependent climate change signal in the presence of natural climate variability noise have now been developed (Hasselmann, 1979, Bell, 1982, 1986, Hasselmann, 1993, referred to in the following as H, North et al, 1995, North and Kim, 1995),
there have been relatively few quantitative applications of these methods (Santer et al, 1995a, Hasselmann et al, 1995, Hegerl et al, 1996a,b). The latter authors conclude (with various caveats regarding the uncertain estimation of the natural climate variability) that a climate change signal distinct from internal natural climate variability can be detected today with a statistical significance exceeding 95%. We refer to Santer et al (1995b) for a more complete summary of recent detection studies.

The theoretical formulation of the attribution problem appears to have received less attention than the theory of detection. The problem of attributing a detected climate change signal to a given forcing mechanism has been variously discussed in the literature, but the investigations have been largely qualitative. With the exception of the recent investigation of Hegerl et al (1996b), the estimation of a quantitative ‘attribution confidence level’, in analogy with the signal-to-noise ‘detection significance level’, has not been attempted.

In contrast to the detection problem, for which it is sufficient to establish that a climate change has occurred which cannot be ascribed, within some given statistical significance limit, to natural (internal) climate variability, attribution requires in addition the demonstration that the detected climate change signal is indeed due to the assumed cause, e.g., an increase in greenhouse gas concentrations, rather than some other external forcing mechanism, like a change in the solar constant or modified land-use practices (cf. Pennell et al, 1993). In a first step, it must be demonstrated that the retrieved climate change signal is consistent, within given error bounds, with the signal predicted by the assumed forcing mechanism. In a next step, it must then be demonstrated that the signal cannot be explained by other competing mechanisms. The outcome of such a multiple-forcing test can, of course, well be that the signal is consistent with several different forcing mechanisms, or one or more combination of forcing mechanisms – or that the detected climate change is not consistent with any of the proposed mechanisms or combinations of mechanisms.

A discrimination between competing forcing mechanisms can clearly be meaningfully attempted only if all candidate mechanisms and their associated climate change signals are specified. This implies that the multi-variate fingerprint method must be applied in its general multi-pattern form, rather in the reduced single-signal pattern version used in most previous detection studies.

Attribution analyses are necessarily limited to tests of consistency. Even if it has been shown that a detected climate change signal is consistent with a particular forcing mechanism or combination of forcing mechanisms, it can never be ruled out that there exist other, overlooked forcing mechanisms, which could also produce the observed climate change signal. Both single- and multi-pattern attribution tests must be regarded as truncated approximations of an ideally infinite sequence of consistency tests applied to all conceivable climate forcing mechanisms. Unequivocal attribution is achieved only in the hypothetical infinite-sequence limit.

The attribution method applied in this paper represents an extension of the general multi-pattern fingerprint approach developed by H for the problem of climate change detection. After reviewing briefly the multi-variate fingerprint detection method in Section 2 – using an alternative, more compact tensor notation – the extension to the attribution problem is developed in Section 3. The final Section 4
gives a summary of the results and presents some conclusions.

2 The detection problem

We review in this section briefly the multi-fingerprint method of multi-variate climate change detection, following the approach of H for the general space-time dependent problem, but returning – for better illustration of the interrelationship between fingerprint and signal patterns – to the co- and contra-variant tensor notation of Hasselmann’s (1979) earlier analysis of the spatial signal-to-noise problem (see also Thacker, 1995).

Terminology

We shall use the term climate change in the following to denote the response of the climate system to external forcing, as opposed to natural internal climate variability generated by interactions within the climate system. According to this terminology, climate variations due to volcanic activity or variations in the solar constant are classed as (natural) climate change, rather than as climate variability. An alternative terminology refers to these variations also as natural variability, climate variability being regarded as a superposition of externally forced and internally generated components, the term climate change being reserved for anthropogenic climate modifications only. However, for the detection and attribution problem our definitions will be found to be more convenient. Thus climate change in our terminology can be of either natural or of anthropogenic origin, while climate variability is always natural. The definition loses precision if interactions between climate change and internal natural climate variability are considered, but in our applications we shall regard the climate state to first order simply as a linear superposition of climate change and climate variability.

The present definitions are more consistent than alternative earlier attempts to distinguish between climate change and climate variability on the basis of time scales, or in terms of climate change ‘events’ as opposed to ‘continuous’ climate fluctuations. In practice, the time scales of internal climate variability and externally forced climate change overlap, so that for a given finite time scale it is not possible to distinguish between ‘events’ and ‘continuous fluctuations’. Indeed, the impossibility of distinguishing between externally generated climate change and internal climate variability on the basis of time scale considerations alone is the essence of the detection and attribution problem.

We consider a vector time series \( \phi_a(t) \) of climate data, which we assume can be represented as a superposition

\[
\phi_a = \phi_a^d + \phi_a^r
\]  

(1)

of a climate change signal \( \phi_a^d \) and a natural-variability component \( \phi_a^r \). The index \( a \) refers to different types of climate data, e.g. temperature or precipitation, and to the location or averaging region of the data. The data set can represent either observed data or synthetic data from a model simulation. The climate vector \( \phi_a \) need not represent a dynamically complete description of the climate state. In fact,
in detection and attribution applications, $\phi_a$ will normally consist of only a small subset of the components of the complete climate state vector needed, for example, for a dynamical model integration. We require only that the time-lagged second moments $R_{ab}(\tau) = \langle \hat{\phi}_a(t + \tau) \hat{\phi}_b(t) \rangle$ can be estimated from observations or model simulations with sufficient accuracy for a meaningful signal-to-noise analysis. Here and in the following, cornered parentheses $\langle \cdots \rangle$ denote ensemble means, the climate variability is assumed to have zero mean, $\langle \hat{\phi}_a(t) \rangle = 0$, and the statistics are assumed to be stationary, so that $R_{ab}$ depends only on the time lag $\tau$.

For a general space-time dependent analysis, it will be convenient to use a compressed notation in which the trajectory of the observed climate vector is denoted as a vector $\psi = (\psi_i) \equiv (\phi_a(t_b))$ with a composite index $i \equiv (a, b)$ composed of the climate state index $a$ and the index $b$ of the discretized time variable $(t_b) = (t_1, t_2, \ldots)$. The time-lagged second moments $R_{ab}(\tau)$ are represented in this compressed notation by the covariance matrix

$$C_{ij} = \langle \psi_i \psi_j \rangle.$$  \hfill (2)

We point out, however, that although we shall refer to the vector $\psi$ as the climate state trajectory, all relations derived in the following apply formally also to the case that $\psi$ represents some time dependent derived product of $\phi_a(t)$ (for example, running climate trends defined over finite time intervals, cf. Santer et al., 1995a, and Hegerl et al., 1996a, b), so that $\psi = \psi(t)$. All following relations apply then for a given time. The inclusion of the time variable together with the space variables in a fully space-time dependent detection and attribution analysis has the advantage of formally maximizing the significance levels for both detection and attribution; it is also more consistent from a general signal analysis viewpoint. However, the separate treatment of the time dependence, as in Santer et al. (1995a) and Hegerl et al. (1996a, b), yields more insight into the time evolution of the climate change signal.

To decide whether an observed trajectory $\hat{\psi}$ contains a climate change signal which can be distinguished from noise, we need to estimate the probability that $\psi$ represents a realization of the natural variability ensemble $\hat{\psi}$. For this we need to know the multi-variate probability distribution $p(\hat{\psi})$ of $\hat{\psi}$. We make the usual assumption that the distribution is Gaussian,

$$p(\hat{\psi}) = (2\pi)^{-n/2} |C|^{-1/2} \exp \left[ -\bar{\rho}^2 / 2 \right],$$  \hfill (3)

where

$$\bar{\rho}^2 = C_{ij} \hat{\psi}_i \hat{\psi}_j$$  \hfill (4)

and $n$ is the dimension of the vector $\psi_i$, $|C|$ the determinant of $C_{ij}$ and $C^{ij}$ denotes the inverse of the covariance matrix,

$$C^{ij} C_{jk} = \delta^i_k.$$  \hfill (5)

Repeated tensor indices are summed in accordance with the tensor summation convention.

We distinguish here and in the following between lower-index covariant tensor forms (including vectors) and upper-index contravariant tensors. Co- and contravariant tensor components are related through the metric, which we identify with
the covariance matrix $C_{ij}$. Thus the operations of index raising and lowering are defined by

\[
X^{i\ldots} = C^{ij}X_{j\ldots}
\]
\[
X_{i\ldots} = C_{ij}X^{j\ldots}
\]

(6)

The definition of the climate trajectory vector as a covariant vector is arbitrary in the present context. The role of co- and contravariant variables can be interchanged. We adopt here the original assignments of Hasselmann (1979).

For each trajectory $\psi$ there exists a constant probability surface $\rho^2(\tilde{\psi}) = C^{ij}\tilde{\psi}_i\tilde{\psi}_j = \text{const} = C^{ij}\psi_i\psi_j$ which contains the vector $\psi$. We consider then the integral

\[
\bar{P}_p = \int_{\rho^2 > \rho^2(\tilde{\psi})} \rho(\tilde{\psi})d\tilde{\psi}_1 \cdots d\tilde{\psi}_n
\]

(7)

of the $n$-dimensional probability density over the region $\rho^2(\tilde{\psi}) > \rho^2(\psi)$. If $\bar{P}_p$ is small, 5%, say, the null hypothesis that $\psi$ represents a realization of the natural variability ensemble is said to be rejected with a risk of $P_p$. Conversely, a climate change signal is said to have been detected in the data at a significance level of $P_p = (1 - \bar{P}_p)$ (95%).

**Reduction of the detection space**

In practice, this straightforward statistical detection test can be applied successfully only if the vector dimension $n$ of the climate state trajectory is small. Unfortunately, the situation is normally just the reverse: the discretization of a set of time series of gridded climate data will normally yield a vector $\psi$ of very high dimension. The problem or many dimensions is that even a relatively large climate change signal $\psi^c$ relative to the noise component in some given but unknown direction in phase space cannot be detected in the presence of noise distributed over a large number of other components. For successful detection and attribution, the dimension of the detection space must be strongly reduced – ideally to a single dimension by specifying the direction of the anticipated climate change signal, or to a small number of climate change patterns if more than one candidate forcing mechanism is considered.

The impact of the number of dimensions on the detection power can best be demonstrated by transforming to ortho-normal variables

\[
\psi' = T_i^j\psi_j
\]
\[
\psi'^T = \tilde{T}^i_j\psi^j,
\]

(8)
(9)

where $\tilde{T}^i_j$ denotes the transposed inverse of the transformation matrix $T_i^j$,

\[
T_i^j\tilde{T}^k_l = \delta^i_l.
\]

(10)

In the ortho-normal system, the covariance matrix and its inverse are transformed to the unit co- and contra-variant matrices $I_{ij}$ and $I^{ij}$, respectively,

\[
C'_{ij} = \langle \tilde{\psi}'_i\tilde{\psi}'_j \rangle = T^k_iT^l_jC_{kl} = I_{ij}
\]
\[
C'^{ij} = \langle \tilde{\psi}^{i\ldots}\tilde{\psi}^{j\ldots} \rangle = \tilde{T}^k_i\tilde{T}^l_jC^{kl} = I^{ij}.
\]

(11)
(12)
The transformation $T^j_i$ can be obtained by first diagonalizing $C_{ij}$ by a rotation to EOF (Empirical Orthogonal Function) variables and then rescaling all EOFs to unit variance. In the space-time dependent problem, the EOFs consist of the set of all frequency-dependent complex EOFs of the discrete covariance spectrum of the time series $\phi_n(t_i)$. The estimation of $C_{ij}$ and the associated transformation $T^j_i$ from finite data sets is not straightforward; it is discussed in more detail in H and Hegerl et al (1996a). One needs generally to perform an initial reduction of the dimension of the observed climate space $\psi$, for example by projection on to a small number of EOFs (typically 10) with adequately defined statistics. For the present theoretical discussion, however, these problems are irrelevant and we shall simply regard $C_{ij}$ and the transformation $T^j_i$ as given.

In the ortho-normal system the quadratic form (4) is transformed to the Euclidean form

$$\rho^2 = \sum_i (\hat{\psi}_i^2) \tag{13}$$

and the probability distribution (3) is reduced to the product expression

$$p(\hat{\psi}') = \prod_i (2\pi)^{-1/2} \exp \left[ -\hat{\psi}_i'^2/2 \right]. \tag{14}$$

Assume now that the direction of the anticipated climate change signal in the ortho-normal system is known, and that the system has been rotated such that this is the direction $\psi_1$. If the magnitude of the signal is $a$, the detection significance level of the signal in the case of a univariate test in the $\psi_1$-direction is given by

$$P^{(1)}_a = (2\pi)^{-1/2} \int_0^a \exp(-\hat{\psi}_1^2/2) d\psi_1 \tag{15}$$

This may be compared with the probability

$$P^{(n)}_a = \int_{\rho^2 \leq a^2} \prod_i (2\pi)^{-1/2} \exp \left[ -\hat{\psi}_i^2/2 \right] d\psi_1 \cdots d\psi_n. \tag{16}$$

of detecting the climate change signal in the full $n$-dimensional space. The integral (16) can be expressed in terms of the incomplete $\Gamma$-function. However, an upper bound $\hat{P}^{(n)}_a$ on $P^{(n)}_a$, which illustrates more clearly the origin of the detection degradation as the number of dimensions is increased, can be obtained more simply by replacing the spherical integration domain $\rho^2 \leq a^2$ in (16) by the larger cubical domain encompassing the $n$-sphere, $|\psi_1| < a, |\psi_2| < a, \cdots, |\psi_n| < a$. One obtains in this case

$$P^{(n)}_a < \hat{P}^{(n)}_a = (P^{(1)}_a)^n \tag{17}$$

Thus the significance level for the detection of a climate change signal of amplitude $|\psi_1| = a = 2$, say, in the ortho-normal coordinate system, corresponding to a univariate value $P^{(1)}_2 \approx 95\%$, is reduced to less than $0.95^{10} \approx 0.6$ in a 10-dimensional detection exercise, and to less than $0.95^{100} \approx 0.006$ for 100 dimensions! A reduction of the detection space to a small number of 1-3 signal patterns is therefore essential for effective climate change detection.
The optimal fingerprint

In the ortho-normal coordinate system, it is self-evident from the isotropic symmetry of the problem that if the signal lies in the direction of the first coordinate, the univariate detection test should also be carried out with respect to the first coordinate. How does this result transform to a signal $\psi_i^r$ oriented in some given guess-pattern direction $g_i$ in an arbitrary coordinate system? To estimate the amplitude of the signal from the observed data $\psi$ in the general case we write

$$\psi_i = d g_i + \psi_i^r$$

where the coefficient $d$ (the detection variable) is determined by the scalar multiplication of the observed data with a suitably defined fingerprint $f^i$,

$$d = f^i \psi_i,$$

and $\psi_i^r$ is a residual which we wish to minimize.

It is common practice in many applications to determine the coefficient $d$ by minimizing the mean square error $\sum_i < (\psi_i^r)^2 >$. However, in the present case this is not appropriate. Firstly, the mean square error is not invariant with respect to linear transformations to other variables. Secondly, our goal for the purpose of detection is to not to maximize the explained variance in a particular reference system, but rather to maximize the squared signal-to-noise ratio $d^2 / <d^2>$ for an arbitrary reference system, where $\bar{d} = f^i \psi_i$ is the detection variable determined by the natural climate variability in the absence of a climate change signal. Since the signal-to-noise ratio is independent of the scaling of $d$, for detection applications we need to determine only the direction of the fingerprint. It was shown in $H_i$ and is shown again trivially below (see also Hasselmann, 1979), that the maximization of the signal-to-noise ratio yields the fingerprint

$$f^i = C^{ij} g_j \equiv g^i.$$  

where the signal pattern and fingerprint can be normalized, without loss of generality, such that

$$C^{ij} g_i g_j = 1, \quad \text{or}$$

$$C_{ij} f^i f^j = f^i g_i = 1.$$  

Thus the optimal fingerprint represents the contravariant counterpart of the covariant guess pattern. (We nevertheless use different symbols for the fingerprint and signal rather than distinguishing the two only by the position of the index to emphasize the basic difference in the role of the two patterns. In the detection literature this distinction is sometimes overseen.)

In the present co- and contravariant notation the result (20)-(22) follows immediately from the argument indicated above that in the special case of an ortho-normal reference system, $C^{ij} = I^{ij} = \text{unit matrix}$, the fingerprint and signal pattern must have the same directions for reasons of isotropic symmetry:

$$f^i = I^{ij} g^i_j = C^{ij} g^i_j,$$

$$g^i_j = C^{ij} g^i_j,$$
where we may define \( g'_i, f'^i \) as unit vectors,

\[
I^{ij}g'_ig'_j = C^{ij}g'_ig'_j = 1,
\]

\[
I_{ij}f'^if'^j = C'_{ij}f'^if'^j = 1.
\]

Since eqs.(23)-(25) are tensor relations, they must hold not only in the ortho-normal reference system, but in any reference system – as expressed by eqs.(20)-(22).

If we look beyond the question of detection to the problem of attribution, the

the scaling of the fingerprint pattern and detection variable is no longer irrelevant. In

this case we need to estimate the amplitude of the retrieved climate change signal in

order to compare it with the predicted amplitude. The amplitude scaling defined by

the normalization condition (21) has the reasonable property that it minimizes the

statistical mean square residual \( \rho^2 = C^{ij}\psi_i^*\psi_j^* \) defined with respect to the metric

\( C_{ij} \). This can again be immediately seen in the ortho-normal reference system and

must then be valid, since \( \rho^2 \) is an invariant scalar, in any reference system.

The invariant least square solution can be derived from maximum likelihood

arguments. If it is assumed that the probability distribution of climate trajectories

\( \psi \) can be represented as a normal distribution with covariance matrix \( C_{ij} \) and an

unknown non-zero mean \( \langle \psi \rangle = d'g_i \) in the direction of the signal pattern, the

value of \( d' \) which yields a maximum probability density for the given realization \( \psi \)

is given by \( d' = d \). We shall return to this view later in the attribution problem,

when we derive an alternative maximum likelihood estimate of the climate change

signal allowing not only for the natural variability of the observed data but also for

the uncertainty of the predicted climate change signal.

Geometrically, the relation between the fingerprint and signal guess patterns

can be best understood by rotating to the EOF representation, for which \( C_{ij} = \sigma_{(i)}^2 I_{ij}, C^{ij} = \sigma_{(i)}^{-2} I^{ij} \), where \( \sigma_{(i)} \) denotes the variance of the \( i \)'th EOF (the summation

convention is not applied to indices in parentheses). Writing

\[
g_i = \sum_m c_{(m)}e_i^{(m)},
\]

where \( c_{(m)} \) denotes the coefficient of the \( m \)'th EOF \( e_i^{(m)} \), the fingerprint pattern is

given, according to (20), by

\[
f^i = \sum_m c_{(m)}\sigma_{(m)}^{-2} I^{ij}e_j^{(m)}
\]

The factor \( \sigma_{(m)}^{-2} \) in (27) attenuates the high-noise EOF components in the fingerprint

pattern and enhances the low-noise components. Thus the optimal fingerprint is

obtained by turning the original signal vector away from directions of high noise

towards low noise directions (cf. Hasselmann, 1979, Fig.1).

The multi-pattern case

The above results can be readily generalized to the case of \( p \) signal patterns

\( g_{\nu}, \nu = 1, \ldots, p \) (cf. II). If the climate trajectory is represented as an optimal

linear combination

\[
\psi_i = d^\nu g_{\nu i} + \phi^i
\]
of the guess patterns (applying the summation convention also to the indices \( \nu \) of the \( p \) guess patterns), the condition that the quadratic form \( \rho^2 = \rho^2(\psi^\nu) \), cf. eq.(4), for the residual is minimized (maximizing also the multi-variate signal-to-noise ratio for the coefficient vector \( d = (d^\nu) \) ) yields as determining equations for the coefficients \( d^\nu \) of the retrieved climate change signal the set of \( p \) linear equations

\[
D_{\nu\mu} d^\mu = f^i_\nu \psi_i \quad (\nu = 1, \ldots, p),
\]

(29)

where

\[
f^i_\nu = C^{ij} g_{\nu j} (= g^i_\nu)
\]

(30)

denotes the fingerprint of the \( \nu \)th guess pattern, in analogy with the definition (20) in the single pattern case, and

\[
D_{\nu\mu} = f^i_\nu g_{\mu i} = C^{ij} g_{\nu i} g_{\mu j}.
\]

(31)

The solution can be expressed in a concise form by introducing the operations of index raising and lowering also for Greek guess-pattern indices, using as metric the matrix \( D_{\nu\mu} \) defined by the scalar products of the signal patterns. Introducing the covariant multi-pattern detection coefficients, given, in analogy with the definition for the scalar single-pattern detection coefficient \( d \), eq.(19), by

\[
d_\nu = f^i_\nu \psi_i,
\]

(32)

the contravariant detection coefficients may be expressed as

\[
d^\nu = D^{\nu\mu} f^i_\mu \psi_i = f^{\nu i} \psi_i,
\]

(33)

where \( D^{\nu\mu} \) denotes the inverse of \( D_{\nu\mu} \)

\[
D^{\nu\mu} D_{\mu\lambda} = \delta^\nu_\lambda.
\]

(34)

It follows from eq.(33) that \( D^{\nu\mu} \) represents the covariance matrix of the natural variability components \( d^\nu \) of the contravariant detection coefficients,

\[
D^{\nu\mu} = \langle d^\nu d^\mu \rangle = f^{\nu i} f^{\mu j} \langle \psi_i \psi_j \rangle = f^{\nu i} g^i_\mu,
\]

(35)

while

\[
D_{\nu\mu} = \langle d_\nu d_\mu \rangle = f^i_\nu f^j_\mu \langle \psi_i \psi_j \rangle = f^i_\nu g_{\mu i}
\]

(36)

represents the corresponding covariance matrix of the natural variability contribution of the covariant detection coefficients.

Depending on the context, the multi-pattern detection problem is seen to lead to a detection vector which can appear either in a co- or a contravariant form with respect to the metric \( D_{\nu\mu} \). We shall refer to the contravariant detection coefficients \( d^\nu \), which appear in the original representation (28) of the climate trajectory in terms of the signal patterns, as pattern amplitudes. The covariant detection coefficients \( d_\nu \), defined by the straightforward generalization, eq.(32), of the expression (19) for the scalar detection variable, will be termed simply the detection variables. The detection variables are the variables which arise naturally in the multivariate
detection test (cf.H), while the pattern amplitudes are the appropriate coefficients occurring in the representation of the climate change signal in terms of the predicted signal patterns.

For a multi-variate detection test we need to consider the \( p \)-dimensional Gaussian probability distribution of the natural-variability pattern amplitudes \( \tilde{d}^\nu \) or detection variables \( \tilde{d}_\nu \) in the absence of a climate change signal,

\[
p_d(\tilde{d}) = (2\pi)^{-p/2} |D|^{-1/2} \exp \left[ -\tilde{\rho}_d^2 / 2 \right],
\]

where

\[
|D| = |D^\nu\mu| \quad (38)
\]
\[
\tilde{\rho}_d^2 = \tilde{D}_{\nu\mu} \tilde{d}^{\nu} \tilde{d}^{\mu},
\]

for the pattern amplitudes, or, equivalently,

\[
|D| = |D_{\nu\mu}| \quad (40)
\]
\[
\tilde{\rho}_d^2 = \tilde{D}_{\nu\mu} \tilde{d}_{\nu} \tilde{d}_{\mu},
\]

for the detection variables. The significance level for the detection of a given estimated detection vector \( \tilde{d} \) in the \( p \)-dimensional guess-pattern detection space is then given by (using, say, the detection variable form form (40), (41))

\[
P_{\tilde{d}d} = \int_{\tilde{\rho}_d^2 < \tilde{\rho}_d^2(\tilde{d})} p_d(\tilde{d}) d\tilde{d}_1 \cdots d\tilde{d}_p.
\]

As pointed out above, the detection of a multi-pattern climate change signal becomes successively more difficult as the number of patterns increases, so that the multi-pattern detection approach is feasible only for a relatively small number of candidate patterns of order two or three.

An application of the complete space-time dependent, multi-pattern optimal fingerprint approach to climate change detection as summarized above has not yet been attempted. Santer et al (1995a) and Hegerl et al (1996a) applied a single-pattern analysis in which the time dependence of the signal was represented as a linear trend. An optimization of the fingerprint pattern in the time domain through the application of an appropriate spectral filter (cf. H), was not attempted, the optimization being limited to a rotation in the time-independent pattern space. Hegerl et al (1996b) have recently applied a two-pattern analysis to distinguish between the effects of greenhouse gas emissions and anthropogenic aerosols in a detection study based on new CGCM global warming simulations including both forcings. The time dependence of the signal was represented as a running linear trend, the optimization of the fingerprint pattern being limited again to the spatial domain. However, a novelty of the analysis was that the authors considered not only the detection question, but also the attribution problem, which we now turn to.

3 The attribution problem

In the detection problem only a single hypothesis is tested, the null hypothesis that the observed climate evolution \( \psi \) in some pre-determined direction \( g \) can be
attributed to internal natural climate variability. For the attribution problem we need to consider now further hypotheses regarding the cause of a detected climate change. We assume there exist generally several candidate mechanisms \( \nu = 1, \ldots, p \), each of which is characterized by a predicted climate change signal. In contrast to the detection problem, where we needed to know only the normalized directions \( g_\nu \) of the signal patterns, we specify now also the predicted amplitudes \( a_\nu \) of the signals.

To decide whether the climate change signal \( \psi^{(\nu)} \) inferred from observations is consistent with a given signal \( \psi^{(m)} \) predicted from a model simulation, we must assign to each predicted climate change signal an error covariance matrix — in analogy with the natural variability covariance matrix required for the detection test. We assume again that the error distributions are Gaussian. The consistency of the retrieved climate change signal with the predicted signal is then tested by comparing the difference between the two signals with the differences which could be expected from the estimated signal errors. We shall be concerned only with the distinction between different signals in the space spanned by the \( p \) predicted signal patterns. Thus we need consider only the projection of the signal pattern errors in this signal pattern space.

We assume that the \( p \) predicted signal patterns are linearly independent and therefore do indeed span a \( p \)-dimensional space. However, we can allow also additional forcing mechanisms which generate climate change signals lying in this space (for example, by explicitly considering linear combinations of the \( p \) basic forcing mechanisms, such as a combined greenhouse gas and aerosol forcing, cf. Hegerl et al, 1996b). If the pattern amplitudes of such linearly combined climate change signals are prescribed, the attribution (or consistency) tests can be applied in the same way to these signals as to the \( p \) base signals. Formally, one needs only to replace one of the original base signals by the linear combination selected for the consistency test (note that the signal patterns \( g_\nu \) are assumed to be normalized by eq.(21), but are not necessarily orthogonal).

The consistency test described in the following is carried out for each forcing mechanism separately. The outcome can be that one, none, or some sub-set of the forcings is consistent with the inferred climate change. If the observations are found to be consistent with exactly one forcing mechanism, and the null hypothesis that the retrieved climate change signal is consistent with natural climate variability is rejected, the retrieved climate change is attributed to that mechanism.

### 3.1 Consistency and attribution tests

Having retrieved the observed climate change signal

\[
\psi^o = d^o g_\mu, \tag{43}
\]

with pattern amplitudes \( d^o \) given by the solutions of eqs. (29), we investigate now for each proposed forcing mechanism \( \nu \) whether the retrieved signal is consistent with the predicted climate change signal

\[
\psi^{m(\nu)} = a^{(\nu)} g_\nu \tag{44}
\]
inferred from a model simulation (the summation convention does not apply to
the index (ν), which appears here and in the following in parentheses as a fixed
parameter).

To this end we compare the difference

$$\delta \psi_{(ν)} = \psi_{(ν)}^m - \psi^o = \left( \delta_{(ν)}^\mu a^{(ν)} - d^\mu \right) g_\mu$$  \hspace{1cm} (45)

between the predicted and retrieved climate change signals with the differences which
can be expected from the errors incurred in the model computation of $\psi_{(ν)}^m$ and in
the estimation of $\psi^o$ from observations. Thus for a given process $ν$ we compare the
difference

$$\epsilon_{(ν)}^\mu = \delta_{(ν)}^\mu a^{(ν)} - d^\mu$$  \hspace{1cm} (46)

between the predicted and retrieved pattern amplitudes with the $p$-dimensional prob-
ability distribution of the net errors $\epsilon_{(ν)}^\mu$ of the amplitude differences arising from
statistical and model errors.

The natural variability sampling errors $\bar{d}^\mu$ incurred in the determination of the
retrieved pattern amplitudes were considered in the previous section. They can be
characterized by a covariance matrix $D^{\mu\lambda} = \langle \bar{d}^\mu \bar{d}^\lambda \rangle = C^{ij} g_{μλ} g_{ij}$ (eq.(35)).

The errors incurred in computing the predicted climate change signals from mod-
els consist of two parts: sampling errors due to the natural variability of the model,
and systematic errors of the model itself. The sampling errors can be estimated from
long control simulations (cf. Hegerl et al, 1996a,b) or Monte Carlo experiments (Cu-
basch et al, 1994). They can be reduced by computing the mean of two or more
climate change simulations (Cubasch et al, 1994, Hegerl et al, 1996b). The errors
due to systematic model errors are more difficult to determine, but can be estimated by
intercomparing climate change simulations of different models. We assume that
the net errors from both sources can be characterized by a model amplitude error
covariance matrix $M^{μλ}_{(ν)}$.

Since the modelled and retrieved signal errors are statistically independent, the
covariance matrix $E^{μλ}_{(ν)}$ characterizing the errors of the differences $\epsilon_{(ν)}^\mu$ between
the modelled and retrieved pattern amplitudes is given by the sum

$$E^{μλ}_{(ν)} = M^{μλ}_{(ν)} + D^{μλ}$$  \hspace{1cm} (47)

of the covariance matrices of the predicted and retrieved pattern amplitude errors.

The probability distribution of the amplitude differences $\epsilon_{(ν)}^\mu$ due to statistical
sampling and model errors is accordingly given by the Gaussian distribution

$$p_\epsilon(\epsilon_{(ν)}) = (2\pi)^{-p/2} |E_{(ν)}|^{-1/2} \exp \left[ -\bar{\rho}_\epsilon^2 / 2 \right],$$  \hspace{1cm} (48)

where $|E_{(ν)}| = |E^{μλ}_{(ν)}|$ and

$$\bar{\rho}_\epsilon^2 = E^{(ν)}_{μλ} \epsilon_{(ν)}^μ \epsilon_{(ν)}^λ,$$  \hspace{1cm} (49)

and $\bar{E}^{(ν)}_{μλ}$ is the inverse of $E^{μλ}_{(ν)}$,

$$E_{(ν)}^{μ\sigma} \bar{E}^{(ν)}_{\sigmaλ} = \delta_λ^μ.$$  \hspace{1cm} (50)
For the consistency test we apply the same approach as in the detection test. The null hypothesis is replaced now by the consistency hypothesis, and the retrieved pattern amplitude vector by the difference amplitude vector. Apart from this change in terminology, the concepts are identical to those introduced for the detection test.

For any given amplitude difference vector \( \vec{\varepsilon}(\nu) \) there exists a surface \( \rho^2 = \text{const} \) which contains the vector. We consider then the integral

\[
\tilde{P}_{\nu} = \int_{\rho^2 > \rho^2_{\nu}} p_{\nu}(\vec{\varepsilon}(\nu)) \, d\vec{\varepsilon}_{\nu} \cdots d\vec{\varepsilon}_{\nu}^p
\]

(51)

of the \( p \)-dimensional probability density \( p_{\nu} \) over the region \( \rho^2_{\nu}(\vec{\varepsilon}(\nu)) > \rho^2(\vec{\varepsilon}(\nu)) \) outside the surface \( \rho^2_{\nu}(\vec{\varepsilon}(\nu)) = \rho^2(\vec{\varepsilon}(\nu)) = \text{const} \).

If \( \tilde{P}_{\nu} \) is small, 5%, say, the hypothesis that the retrieved climate change signal is consistent with the forcing mechanism \( \nu \) is said to be rejected with a risk of \( \tilde{P}_{\nu} \), or at a significance level of \( P_{\nu} = (1 - \tilde{P}_{\nu}) \) (95%).

We note that a positive outcome of the statistical detection test (i.e. the rejection of the null hypothesis) is formally analogous to a negative outcome of the consistency test (i.e. the rejection of the consistency hypothesis). A positive outcome of the consistency test should therefore be expressed formally in the double negative form that the retrieved climate change signal is not inconsistent with the proposed forcing mechanism at a given significance level \( P \). However, if the chosen significance level \( P \) is high, 95%, say, this statement is rather weak (a high significance level is normally chosen to yield a strong statement for the converse case that the attribution test is rejected). To avoid the cumbersome double negative wording, while at the same time conveying more accurately the statistical significance of a positive outcome of a consistency test, we shall replace the statement that ‘a retrieved climate change signal is not inconsistent with a given forcing mechanism at a significance level of \( P \) (95%)’ by the simpler positive statement that ‘a climate change signal is consistent with the forcing mechanism within the \( P \) (95%)-confidence region’ (in analogy with the terminology of power spectral analysis) or ‘at a confidence level of \( \tilde{P} \) (5%)’.

Note that the stringency of the consistency test increases with decreasing \( P \) or increasing \( \tilde{P} \). For \( P \to 0 \), the confidence region contracts to zero, requiring zero error between the retrieved and predicted pattern amplitudes for a positive outcome of the consistency test, while the confidence level \( \tilde{P} \) for a consistent signal increases to 100%. For the acceptance of a consistency test as positive, it will generally be advisable to select a consistency confidence level somewhat higher than 5%, of the order of 10% - 20%. Still higher confidence levels, however, incur the risk of erroneously rejecting valid attributions.

As outcome of the combined multi-pattern detection/attribution exercise we can then assign a statistical significance level, defined by eq.(42), for the detection of a climate change signal within the space spanned by the \( p \) predicted signal patterns; and a consistency confidence level for each proposed climate change mechanism \( \nu \), defined, in analogy with the risk associated with the null hypothesis, by eq.(51).

The result of the test will consist generally of one of the following combinations (cf. Figure 1):

1. A statistically significant climate change signal a consisting of a superposition of predicted climate change signals is detected in the observed data at a given
Figure 1: Predicted (1, 2) and retrieved (a – e) climate change signals in the \((d^1, d^2)\) plane for two candidate forcing mechanisms (1) and (2). Ellipse [n] indicates the significance region for detection, ellipses [1] and [2] the consistency confidence regions for the two forcing mechanisms. Retrived signal a: successful detection, consistency only with forcing (1); climate change is attributed to mechanism (1); the vector \(ml\) indicates the estimated maximum likelihood signal. Retrieved signal b: successful detection, signal consistent with both forcing mechanisms; no attribution possible. Retrieved signal c: successful detection, signal consistent with neither prediction; Retrieved signal d: signal consistent with forcing 2, detection insignificant (nullifying consistency); Retrieved signal e: detection insignificant, signal consistent with neither prediction.

significance level. The retrieved climate change signal is consistent with only one of the predicted signals at a prescribed consistency confidence level. Thus the observed climate change signal can be attributed to the single forcing mechanism which passed the consistency test.

2. A statistically significant climate change signal \(b\) is detected which is consistent with several or all of the predicted climate change signals.

3. A statistically significant climate change signal \(c\) is detected which is statistically consistent with none of the predicted signals.

4. The retrieved climate change signal \(d\) is not statistically significant, but the signal is statistically consistent with at least one of the predicted signals. In this case the positive consistency tests are nullified by the negative outcome of the detection test: the retrieved signal cannot be distinguished from the internal natural-variability noise, even though it is consistent with some of the predicted externally forced signals.
5. The retrieved climate change signal $e$ is not statistically significant and the retrieved climate change signal is not consistent with any of the predicted signals.

We note that the attribution of a detected climate change signal to a particular forcing mechanism is successful only in the first of these possible outcomes. One can consider various modifications of the test procedure outlined above. Rather than determining the retrieved climate change signal in the $p$-dimensional space of all proposed signal patterns, the detection and attribution test can be carried out as a single-pattern analysis separately for each individual mechanism (yielding the same set of possible test outcomes). This has the advantage of enhancing the probability of detection of any given forcing signal. However, it provides less discrimination between competing mechanisms when the signal patterns are not orthogonal. The signal pattern $a$ of Figure 1, for example, fails the consistency test for the forcing mechanism 2 in the full signal pattern space, but would pass an individual pattern consistency test for this process (as is apparent from a visual projection of the retrieved signal vector onto the direction of the signal pattern 2). Thus in contrast to the two-pattern analysis, a unique attribution is no longer achieved in this case using individual single pattern consistency tests (see also the similar example discussed in Hegerl et al, 1996b).

Another modification is suggested if one of the predicted signals is consistent with a zero amplitude with acceptable probability, and the detection/attrbition test also returns a small amplitude for that signal. One can then repeat the test leaving out that forcing mechanism, in the expectation that the significance and confidence levels for the detection and attribution of the other signals are thereby enhanced.

We note, however, that in our formulation of the attribution problem we have not considered the possibility that a proposed forcing mechanism, once introduced, simply does not exist. A proposed mechanism can only be rejected as not consistent statistically with the observations, or the retrieved signal, although consistent statistically with the predicted signal, can be so small that it is nevertheless not distinguishable statistically from zero.

To establish an optimal trade-off between a high detection significance level (requiring a small number of patterns) and the ability to discriminate between different competing climate forcing mechanisms (requiring a larger number of patterns), one can apply also a series of detection/attrbition tests at different levels, each successive level involving an increase in the number of patterns. A similar optimal trade-off between statistical significance and the number of predictors has been applied in the construction of a hierarchy of statistical linear prediction models from a finite data set, cf. Barnett and Hasselmann (1979).

3.2 Maximum likelihood estimate of the climate change signal

If a detected climate change signal has been successfully attributed to a particular forcing mechanism $\nu$, one may ask whether the climate change signal retrieved from the observations is necessarily the best estimate of the climate change signal. The retrieved signal is determined by projection of the observed climate trajectory onto
the p-dimensional space spanned by the signal patterns of all candidate forcing mechanisms, without regard to the predicted amplitude of the signal pattern to which the retrieved climate change is subsequently attributed. An improved estimate may be expected by an approach which takes account of the information contained not only in the observations but also in the prediction, allowing for the errors in both.

This consideration forms the basis of the maximum likelihood method. Both information sources are included together in a single optimization procedure. In contrast to the detection problem, the pattern amplitudes \( d_{(\nu)}^\mu \) in the representation (43) are no longer determined solely by the condition that the statistical mean square residual error should be minimized, but also by the requirement that the detected climate change should be compatible, as far as possible, with the climate change mechanism \( \nu \) (in anticipation of this requirement we have included now the parameter index \( \nu \) in the pattern amplitudes \( d_{(\nu)}^\mu \)).

To optimally satisfy both of these requirements, we replace the previous statistical least square condition, which yielded the solution (33) for the coefficients \( d_{(\nu)}^\mu \) by a maximum-likelihood condition which takes into account the probability distribution not only of the natural-variability noise (which is equivalent to the statistical least square condition) but also of the signal amplitudes. The coefficients \( d_{(\nu)}^\mu \) are chosen such that the joint probability distribution \( \tilde{p} = \tilde{p}(\psi^\nu, \epsilon_{(\nu)}) = p(\psi^\nu)p_{\epsilon}(\epsilon_{(\nu)}) \) of the residual noise \( \psi^\nu \) and the coefficient difference vector \( \epsilon_{(\nu)} \) is maximized for the given predicted climate change signal and observed climate change realization. According to (3), (28), (48), we have

\[
\ln \tilde{p} = \ln p(\psi^\nu) + \ln p_{\epsilon}(\epsilon_{(\nu)})
\]

\[
= \text{const} - \frac{C_{ij}}{2} \left( \psi_i - d_{(\nu)}^\mu g_{\mu i} \right) \left( \psi_j - d_{(\nu)}^\lambda g_{\lambda j} \right)
\]

\[
- \frac{\tilde{E}_{\mu\lambda}^{(\nu)}}{2} \left( d_{(\nu)}^\mu \delta_{\lambda\nu} - d_{(\nu)}^\lambda \right) \left( d_{(\nu)}^\lambda \delta_{\mu\nu} - d_{(\nu)}^\mu \right)
\]  \( (52) \)

Variation of (52) with respect to \( d_{(\nu)}^\mu \) yields then the maximum-likelihood set of equations \( \partial \ln \tilde{p} / \partial d_{(\nu)}^\mu = 0 \) for the determination of the pattern amplitudes \( d_{(\nu)}^\mu \):

\[
\left( D_{\mu\lambda} + \tilde{E}_{\mu\lambda}^{(\nu)} \right) d_{(\nu)}^\mu = d_{(\nu)}^\mu + \tilde{E}_{\mu\lambda}^{(\nu)} \delta_{\lambda\nu}
\]  \( (53) \)

Equations (53) differ from the previous determining equations (29) for the pattern amplitudes in the multi-pattern optimal-detection case through the terms proportional to the inverse \( \tilde{E}_{\mu\lambda}^{(\nu)} \) of the pattern amplitude error covariance matrix \( E_{\mu\lambda}^{(\nu)} \).

If \( \tilde{E}_{\mu\lambda}^{(\nu)} \) is small compared with \( D_{\mu\lambda} \), i.e. if the errors in the predicted signal pattern amplitudes are large compared with the pattern amplitudes and amplitude errors derived from the observations, one recovers the previous optimal detection solution. Since nothing is known in effect \textit{a priori} about the magnitudes of the signals, no restriction is placed on the optimal-detection solution. The pattern coefficients \( d_{(\nu)}^\mu \) are given in this case by the contravariant counterparts of the covariant detection variables \( d_{(\nu)}^\mu \) with respect to the metric \( D_{\mu\lambda} \) (the covariance matrix characterizing the natural variability of the detection variables, eq.(35)). A detected
climate change signal is always trivially consistent in this limit to the proposed forcing mechanism, since the retrieved climate change signal will always lie within the very large error bounds of the prediction.

The opposite limit of large \( \hat{E}_{\mu \lambda}^{(\nu)} \) compared with \( D_{\mu \lambda} \), i.e. very accurately determined differences between the predicted and retrieved pattern coefficients relative to the statistical errors in the retrieved optimal-detection pattern coefficients, formally yields the solution

\[
d_{\nu}^{(\nu)} = \delta_{\nu}^{(\nu)} a^{(\nu)},
\]

i.e. the maximum likelihood signal is identical to the predicted signal. However, this limit is unattainable, since the errors in the differences between the predicted and retrieved pattern amplitudes are always larger, according to eq.(47), than the statistical errors in the retrieved optimal-detection pattern coefficients. The largest values of \( \hat{E}_{\mu \lambda}^{(\nu)} \) are obtained when the model errors \( M_{\mu \lambda}^{(\nu)} \) vanish, so that eq.(47) yields \( \hat{E}_{\mu \lambda}^{(\nu)} = D_{\mu \lambda} \). In this case eq.(53) reduces to

\[
2D_{\mu \lambda} d_{\nu}^{(\nu)} = d_{\nu} + \hat{D}_{\mu \nu} a^{(\nu)}.
\]

Multiplication from the left with \( D^{\mu \nu} \) yields the solution

\[
d_{\nu}^{(\nu)} = \frac{1}{2} \left( d_{\nu} + \delta_{\nu}^{(\nu)} a^{(\nu)} \right),
\]

i.e. the maximum likelihood solution is given by the mean of the predicted and original retrieved solution.

In practice, neither limiting case will apply, and the maximum likelihood solution will lie somewhere between the original retrieved climate change signal and the limiting, maximally modified solution (56) (cf. Figure 1, signal vector \( ml \)).

4 Summary and conclusions

The general multi-pattern optimal fingerprint method for the detection of a space-time dependent climate change signal in the presence of natural climate variability can be readily extended to the problem of attribution. A co- and contra-variant tensor notation, based on a metric given by the space-time dependent covariance matrix \( C_{ij} \) of the natural climate variability, simplifies the analysis considerably. The optimal fingerprint patterns \( f_{\nu}^{i} \) for detection are identified as the contravariant counterparts of the covariant signal patterns, \( f_{\nu}^{i} = C^{ij} g_{\nu j} = g_{\nu i} \). For the multi-pattern problem it is useful to introduce a second metric \( D_{\nu \mu} \), defined by the scalar products \( D_{\nu \mu} = g_{\nu \mu} g_{\rho \lambda} C^{ij} \), in the p-dimensional space of signal patterns \( g_{\nu i} \). The covariant detection variables \( d_{\nu} = f_{\nu}^{i} \psi_{i} \) represent then the simplest set of coefficients for establishing the detection significance level, while the contravariant coefficients \( d^{\nu} = D^{\nu \mu} d_{\mu} \), which require the inversion of the metric \( D_{\nu \mu} \), define the amplitudes of the signal patterns \( g_{\nu} \) estimated from the observed data. The matrices \( D_{\nu \mu} \) and \( D^{\nu \mu} \) represent also the covariance matrices of the natural variability of the co- and contravariant detection coefficients, respectively.
In contrast to the detection of a climate change signal, for which only the directions of the predicted signal patterns need to be specified, attribution requires also a specification of the predicted signal amplitudes and their error statistics. The multi-pattern attribution analysis involves three steps: (1) an estimate of the observed climate change signal in the $p$-dimensional signal pattern space, (2) a test of the null hypothesis that the retrieved climate change signal can be explained by natural climate variability, and (3) tests of the statistical consistency of the retrieved climate change signal with each of the proposed forcing mechanisms.

The outcome of the analysis is an estimated overall statistical significance level for the detection of a net climate change signal and a set of consistency confidence levels characterizing the statistical consistency of the retrieved climate change signal with each of the proposed climate forcing mechanisms. Positive and negative outcomes of the different tests can occur in all combinations. Attribution is achieved only if the detection test is positive and the retrieved signal is consistent with only one of the proposed forcing mechanisms. However, even in this case the term attribution can still be interpreted only in the limited sense of consistency, since the possibility cannot be excluded that the retrieved signal can be explained by other forcing mechanisms not considered in the analysis.

The highest significance levels for detection and confidence levels in consistency tests can be achieved if only a single forcing mechanism is considered. If several forcing mechanisms are proposed, one could therefore consider carrying out a detection/consistency analysis for each individual mechanism separately. However, this approach lacks discrimination: more mechanisms pass the consistency test in a series of separate single-pattern analyses than when the retrieved climate change signal is represented in a multi-pattern phase space. In general, the detection power decreases while the discrimination power increases with the number of patterns used in a multi-pattern detection/attribution analysis.

An effective strategy for arriving at an optimal trade-off between detection and attribution could therefore be to carry out a sequence of tests in which the number of patterns is successively increased. The sequence is terminated when the detection significance level falls below a prescribed level. In practice, however, the exponential dependence of the detection significance level on the number of signal patterns will limit multi-pattern tests to two or three patterns.

The main difficulty in the practical application of these theoretically rather straightforward concepts is the estimation of the space-time dependent covariance matrix of natural climate variability, and also the errors of the predicted climate change signals. Unfortunately, these difficulties cannot be circumvented and must therefore be faced if one wishes to arrive at quantitative estimates of statistical significance and consistency levels for climate change detection and attribution. A first application of the concepts presented in this paper to real data is given in Hegerl et al (1996b), who attempt a combined quantitative assessment of our present ability to detect climate change signals in observed data and to attribute the retrieved signals to greenhouse gas warming with or without aerosol forcing.
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