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Abstract

A fingerprint method for detecting anthropogenic climate change is applied to new simulations with a coupled ocean-atmosphere general circulation model (CGCM) forced by increasing concentrations of greenhouse gases and aerosols covering the years 1880 to 2050. In addition to the anthropogenic climate change signal, the space-time structure of the natural climate variability for near-surface temperatures is estimated from instrumental data over the last 134 years and two 1000 year simulations with CGCMs. The estimates are compared with paleoclimate data over 570 years. The space-time information on both the signal and the noise is used to maximize the signal-to-noise ratio of a detection variable obtained by applying an optimal filter (fingerprint) to the observed data. The inclusion of aerosols slows the predicted future warming. The probability that the observed increase in near-surface temperatures in recent decades is of natural origin is estimated to be less than 5%. However, this number is dependent on the estimated natural variability level, which is still subject to some uncertainty.
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Introduction

Since the beginning of industrialization, the CO₂ content of the atmosphere has increased by 25%. Enhancements in the concentration of other greenhouse gases such as methane and CFCs have yielded a comparable contribution to the greenhouse effect (2). There has been considerable debate whether the global warming of the order of 0.5 - 1.5°C which models predict for this increase in greenhouse forcing can be detected in observed climate data. The measured increase in global mean near surface temperature of the order of 0.7°C (1) since 1880 (3) is indeed consistent with the model predictions (4, 5). However, the general scientific consensus in the past has been that the observed mean temperature trend still lies within the range of natural climate variability, and that model predictions of global warming therefore cannot yet be verified with statistical significance by observed data (2, 6). Nevertheless, evidence of anthropogenic climate change is continually accumulating and is gradually approaching a statistically significant detection threshold (IPCC 1995 report, in preparation). In the following we add to this evidence and, applying an optimal fingerprint technique (7, 8, 9), attempt to quantify the probability that an anthropogenic climate signal can be detected in the observed temperature data.

Our estimate of the predicted global warming signal is based on two new simulations A, B with the Hamourg coupled ocean-atmosphere general circulation model (CGCM) with prescribed greenhouse gas and aerosol concentrations. The inclusion of aerosols can be expected to yield a more realistic prediction of the transient anthropogenic climate change than previous CGCM simulations for greenhouse gases alone (4, 10, 11), but we include also as reference a new simulation C for a CO₂ increase alone. Combining these results with estimates of the space-time structure of the natural near-surface temperature variability based on measurements, two 1000-year CGCM simulations of the present climate, and paleoclimatic data, we tentatively conclude that the probability that the observed temperature increase during the last decades is of natural origin is less than 5%, i.e. that the observed global warming is very likely due to man’s activities (12). An important caveat of this conclusion, however, is that our estimate of the varia-
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...ility level of multi-decadal scale climate variability is reasonably accurate - a point we discuss further below.

It has already been pointed out by (13) that estimates of natural climate variability based on long simulations with realistic CGCMs are insufficient to explain the observed 100-year trend of global mean temperature. (14) arrived at a similar conclusion using a simpler box diffusion model of the ocean driven by stochastic forcing. In the following we attempt a more quantitative analysis making use of the full space-time information of the signal and natural variability, as inferred from data and CGCM simulations. The method is based on the application of an optimal fingerprint to derive a suitably defined detection variable for which the signal-to-noise ratio is maximized.

The optimal fingerprint method has been applied previously by (15) to ocean data from a CGCM global warming simulation. They similarly came to the conclusion - based on model data alone - that an anthropogenic climate signal should be marginally detectable today in suitably defined ocean indices.

Although a rather pessimistic assessment of the potential of fingerprint methods has recently been given by (16), some form of fingerprint technique is, in fact, the only existing rational approach for the effective detection of an anthropogenic climate signal pattern in the presence of the multi-variate noise of natural climate variability. An attempt to derive a quantitative probability detection estimate using a fingerprint method appears promising today in view of the following recent developments:

(1) Transient simulations of the global warming for increasing greenhouse gas concentrations have recently been carried out with realistic coupled ocean-atmosphere general circulation models (CGCMs) by a number of groups (e.g. 4, 5, 10, 11, 17, 18, 19). The response patterns are qualitatively consistent (18), so that we now have some confidence of our ability to predict the space-time structure of the expected greenhouse climate change signal, including the range of uncertainty. In addition, the counteracting impact of aerosols produced by SO$_2$ emissions has been studied in recent experiments with atmospheric GCMs (20, 21) and CGCMs (5), so that these effects can now also be
included in the definition of the climate change signal. (22) have shown that the inclusion of aerosols enhances the agreement between the observed and predicted global warming temperature distribution, at least in the seasonal data. However, it should be cautioned that both the prediction of aerosols and the impact of aerosols on the radiation balance are not yet well understood, and that the present computations consider only the direct aerosol albedo effect not the indirect effects on clouds. Our analysis will be limited, as in the similar global warming detection study of (9), for a CO$_2$ increase only, to annually averaged near-surface temperatures (23).

(2) In contrast to earlier studies based on equilibrium computations with atmospheric GCMs, which assumed a rather linear increase in temperature during this century, most transient CGCM simulations, which include the warming delay due to the heat uptake by the oceans, yield a marked enhancement of the warming rate in recent decades ((18), and Fig. 1). This signature is found also in the observations and can be used as a more sensitive indicator of anthropogenic warming than the 100-year trend considered in most previous investigations (22). The focus on shorter time intervals has the additional advantage that the relevant level of natural variability can be estimated with higher statistical confidence and that the observed temperature time series can be included in the estimate (9).

(3) Long 1000-year CGCM simulations of the natural variability of the present climate have recently been carried out by two groups (13, 24, 25). Despite uncertainties regarding some sensitive feedbacks such as sea-ice interactions (26), these provide, when combined with paleoclimatic records and time series of the observed climate of the last decades and centuries (3, 27), a more reliable estimate of the space-time structure of the natural climate variability in the multi-decadal time scale range relevant for detection than has previously been available (28).

(4) Theoretical methods have been developed (7, 8, 29, 30) for the optimal detection of a climate signal of known space-time structure in the presence of noise with given space-time variability structure. These methods are considerably more powerful than the selection of arbitrary climate indices (normally the global mean temperature) as
detection variable, but require knowledge of the space-time structures of both the signal and the noise. In contrast to (16) earlier pessimistic appraisal, this information is now available, at least to a useful first approximation.

(5) The optimal fingerprint approach used here (8) is not critically dependent on accurate estimates of the space-time structure of the signal and natural variability. The fingerprint is applied only to reduce a multivariate detection problem to a univariate problem. A non-optimal choice of the fingerprint - due, for example, to poor estimates of the signal pattern and/or the pattern structure of the noise covariance matrix - reduces the chance of detection, but will not yield an erroneous detection claim. In this sense the technique is 'fail safe'. However, the method is directly dependent on the absolute noise level, which, as pointed out, is the main source of uncertainty in our results.

Global warming simulations

Fig. 1 compares the three simulated evolutions A, B, C of near-surface temperatures with observations (3). All simulations were carried out using a new version (ECHAM3 + LSG) (31), of the Hamburg CGCM (10, 32, 33). The greenhouse gas concentrations were expressed in terms of net equivalent CO₂ concentrations (2). For 1880 to the present these were taken from (34), and for the future from the IPCC Scenario A (2). Aerosol concentrations were calculated using the MOGUNTIA sulphur model (35) from historical SO₂ emissions, based essentially on (36) and (37), and from projected future emissions from the IPCC 1992 scenario A (38). The resulting global anthropogenic sulphur emissions increase from 10 Tg/yr in 1900 to 71 in 1980 and 151 in 2050. The impact of the computed aerosol concentrations was represented in the CGCM as an increased effective surface albedo. Indirect effects of aerosols on the formation and radiative properties of clouds were not included. These are generally estimated to be of comparable magnitude to the direct effects, so that our computations of the aerosol climate impact must be regarded as only qualitative. The two simulations A, B differ only through the introduction of a small perturbation in the aerosol field in run A. The independent fluctuations of the two simulations indicate the natural climate variability of the
CGCMs. The global warming for greenhouse gases alone (simulation C) exhibits a more rapid temperature increase, particularly in the next century. Our simulations agree very closely with similar simulations carried out recently by the Hadley Centre (5).

The curves strongly suggest that the observed increase in global warming in the last few decades is not simply a natural climate fluctuation, but the beginning of a strong upward trend which the models predict will continue into the next century for unabated emissions. The impression is that the anthropogenic climate change signal is now rapidly beginning to emerge from the natural variability noise.

Climate change detection

Can we put numbers on the statistical significance of this finding? (39) To extract a signal \( s(x, t) \) with known space-time structure from a noise background with known space-time statistical variability the usual approach is to apply a suitable filter or 'fingerprint' \( f(x, t) \) which projects the observed data, in this case the near-surface temperature field \( T(x, t) \), on to a 'detection variable' \( d = \int T(x, t) f(x, t) \, dx \, dt \). One tests then whether the detection variable is significantly greater than expected from the natural variability noise. Intuitively, a natural choice is to set \( f = s \). However, the optimal fingerprint which maximizes the square signal-to-noise ratio \( \frac{\langle d^2 \rangle}{\langle \tilde{d}^2 \rangle} \), where \( \langle \tilde{d}^2 \rangle \) denotes the statistical mean square value of the random detection variable \( \tilde{d} \) due to the climate variability alone, is given by the convolution of the signal with the inverse covariance matrix of the natural variability (7, 8). The convolution with the inverse noise covariance matrix suppresses features of the signal pattern associated with high natural variability and enhances pattern features for which the variability is low. Represented in the space of the empirical orthogonal functions (EOFs) of the natural variability, the fingerprint pattern is obtained by simply dividing each EOF component of the signal by the corresponding EOF variance. This has the affect of rotating the fingerprint pattern away from the signal pattern towards the directions of lower noise.
Detection is said to be achieved if the "null" hypothesis that the observed detection variable \( d \) can be explained by the natural variability alone is rejected at some prescribed significance level. It should be noted that the rejection of the null hypothesis implies the probable existence of a climate change signal of the assumed pattern, but not necessarily the attribution of the signal to the assumed generating mechanism. It is always conceivable that some other mechanism produced the detected pattern component. The attribution question can be meaningfully addressed only if the competing mechanisms (e.g., a change in the solar constant or volcanic activity) are specified and analysed in the context of a more general multi-pattern detection analysis (8). We do not pursue this question here and simply make the observation that if a climate change signal consistent with the predicted anthropogenic signal is detected, it is likely to have been produced by the assumed anthropogenic forcing.

In the following we apply a simplified form of the general space-time dependent method in which the optimization of the fingerprint is carried out with respect to the spatial coordinates only (9). The time dependence of the greenhouse warming signal is characterized by the linear trends over a finite interval \( \tau \). These are defined for each gridpoint time series by a running regression line fit. The trend interval is chosen as \( \tau = 30 \) years. This was found to be the best empirical compromise between an emphasis on the latest signal trends (requiring small \( \tau \)) and the reduction of the natural variability noise (requiring large \( \tau \)). The spatial signal pattern \( s(x) \) for the CO\(_2\)-plus-aerosol simulation is defined as the dominant response pattern, i.e. as the first EOF, of the average of the two runs A, B. The time evolution of first EOFs captures essentially all of the model response to the increasing forcing. The remaining EOFs show no systematic time evolution and have the appearance of noise. The inclusion of aerosols reduces the rate of increase of the temperature and modifies the temperature pattern mainly in the northern hemisphere mid-latitudes, which are more strongly contaminated by aerosols.

The covariance matrix \( C(x, x') = \langle \Delta T(x) \cdot \Delta T(x') \rangle \) is estimated from 30-year trend patterns derived from an independent 1000-year CGCM simulation of the present-day climate (without anthropogenic modification) (25). The optimization for all three runs is carried out in the space of the first 10 EOFs of the CO\(_2\)-plus-aerosol run A. The space is
sufficiently large to contain the signals of all runs, and has enough degrees of freedom to enable the fingerprint to be rotated away from the signal. The resulting optimally rotated fingerprint pattern for the mean \( \text{CO}_2 + \) aerosol run is then applied to the spatial patterns of the 30-year trends of the observed and simulated data (40, 41).

Fig. 2 shows the time evolution of the computed detection variables \( d(t) \). The recent rapid increase in the detection variable for the observations agrees quite well with the model prediction, confirming the impression of Fig. 1 that the anthropogenic signal is now beginning to emerge from the natural variability noise.

The latest trends (1965 - 1994) are seen to have exceeded the estimated 95% significant detection level (42). This level was inferred as a conservative upper limit from observations (3), after subtraction of a model derived estimate of the greenhouse warming signal (Hegerl et al., 1995), and the long CGCM simulation of (13). The CGCM simulation (25) used to estimate the covariance matrix \( C \) was excluded in estimating \( \langle \tilde{d}^2 \rangle \), as this would have yielded an artificially suppressed value due to the non-independence of the data. In computing \( \langle \tilde{d}^2 \rangle \), gaps in the time series of the observed data before 1949 were filled by least-square regression. To provide a common reference for comparison, identical algorithms were applied to the observed and simulated data. The ratio of the model-simulated to the observed rms variability of \( \tilde{d} \) is 0.73. This appears not unreasonable, since the model does not include the effect of volcanoes, solar radiation changes and stochastic forcing by sub-grid scale processes, and possibly other neglected mechanisms. The estimate of the 95% significance detection level from the variance of the observations was corrected for sampling bias of the relatively short time series by Monte Carlo simulations of a first-order auto-regressive process with the same autocorrelation time as the data (9).

We note that the detection variable exceeds the 95% mark not only for the last years, but also around 1945 (corresponding to the trend between 1916 and 1945, see also Fig. 1). We attribute this earlier increased warming to a superposition of natural climate variability (the detection variable can be expected to lie outside the 95% confidence band 5% of the time) and the anthropogenic signal.
This interpretation is supported by a 570 year paleoclimatic record of northern hemisphere summer mean temperatures (27). The paleoclimate time series, smoothed as decadal means, was calibrated against the instrumental data (3) for the approximately 100 year period of overlap, for which the two time series exhibited a high correlation of 0.90. The computed 30-year trends for these data confirm that the warming in the early part of this century was an unusual event, yielding the largest 30-year trend in the entire paleoclimatic record.

The application of pattern information on the signal and noise enhances the detection probability relative to the straightforward analysis of the global mean temperature in two respects: the signal is better defined, and noisy signal components are suppressed. In the present case, both effects are found to be comparable, of the order of 10 - 12 %, yielding a net signal-to-noise enhancement of the order of 20 - 25 %.

The enhancement factor is significant, but nevertheless modest. This indicates that most of the climate change signal is contained already in the global mean temperature (9; 43). This explains also why there is little difference between the detection levels for the observed data using the fingerprint derived from the mean response of runs A, B or from the response for run C. A two-pattern analysis in which the observed data are projected on to the plane spanned by the CO₂-only and CO₂ + aerosol signal patterns indicates that the observed 30 year temperature trends cannot be uniquely attributed to either signal pattern, the observed pattern fluctuates between the two signal patterns.

That the signal pattern structure after subtraction of the dominant global mean component nevertheless contributes to signal detection is demonstrated by Figure 3, which shows the spatial correlation between the observed trend data and the signal patterns with and without subtraction of the global mean (panels a and b, respectively). In contrast to Fig. 2, separate signal patterns were used here for the mean CO₂ + aerosol simulation (A + B)/2 and the CO₂-only simulation C. The correlations for the mean-subtracted patterns in panel b are higher for the recent warming than for the warming period in the 20's (corresponding to the trend maximum in the 40's), giving some additional support to the thesis that the warming in the 20's, in contrast to the recent warm-
ing, was largely natural rather than anthropogenic. Between 1970 and 1990 the correlations are higher for the CO$_2$ + Aerosol signal (A + B) / 2 than for the CO$_2$-only signal C, in accordance with the findings of (22). However, the effect is weak. Santer et al. (1995) shows that the impact of aerosols which is strongest in the northern mid-latitudes in the summer, is seen more clearly if the data is seasonally stratified.

The most critical aspect of our analysis is clearly the estimate of the natural variability of the detection variable. Nevertheless, we believe that the availability of improved model simulations, the application of optimal fingerprint detection methods and the focus on the more pronounced recent 30-year trends instead of the net 100 year warming considered in most previous studies, justifies our attempt at a quantitative detection probability estimate. Our present tentative estimate is that the probability that the observed recent change in near-surface temperatures is of natural origin is less than 5%. Furthermore, the fact that the recent warming coincides closely with the increased greenhouse warming predicted by coupled ocean-atmosphere general circulation models is strong circumstantial evidence that the observed temperature change is indeed anthropogenic.
The straight line regression fit through the data yields a smaller mean slope of order 0.4 °C/100 years, cf. IPCC report, 1992. However, a straight-line fit effectively eliminates the enhanced temperature increase in recent decades, on which our detection analysis will focus.


It has been speculated also that the frequencies of extreme weather events and climate anomalies have been increased by anthropogenic global warming. However, the evidence for a significant change in the relevant extreme event statistics - quite apart from the natural or anthropogenic origin of such a change - is controversial (Schmidt and von Storch, 1993; von Storch et al, 1994). In addition, greenhouse warming has been cited, for example, as the cause for the recent calving of huge icebergs off the Antarctic shelf, the change in marine biology off the Californian coast, cf. Roemmich and McGowan, 1995, and the world wide retreat of glaciers. These hypotheses are difficult to test and are not considered here. Schmidt, H., and H. von Storch (1993): German Bight storms analysed. Nature, 365, 791. Storch, H.v., J. Guddal, K.A. Iden, T. Jónsson, J. Perlwitz, M. Reistad, J. de Ronde, H. Schmidt, and E. Zorita (1994): Changing statistics of storms in the North Atlantic? Max-Planck-Institut Report No. 116. Roemmich, D., and J. McGowan (1995): Climatic warming and the decline of zooplankton in the California Current. Science, 267, 1324 - 1326.
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stehen wir? Physikalische Blätter, 51, 269 - 278.


26 These affect, however, mainly high latitudes which do not contribute significantly to the present detection analysis due to lack of observational data.


28 K. Veerbeek (1995, submitted to Monthly Weather Review) has recently shown that the variability estimates of different CGCM runs, although yielding rather
different individual EOFs, exhibit remarkable similarity when analysed with respect to a common set of EOFs based on the combined data set of all simulations.


34 Schönwiese, C.D., W. Birrong, U. Schneider, U. Stähler, and R. Ullrich (1990): Statistische Analyse des Zusammenhangs säkulärer Klimaschwankungen mit externen Einflußgrößen und Zirkulationsparametern unter besonderer Berücksichtigung des Treibhausproblems. Report No. 84, Institute of Meteorology and Geophysics, University of Frankfurt/M, 260 pp (the data kindly provided by these authors is identical to the data presented in (2)).


N.E. Graham (1995) compares in some detail the observed climate change during the last decades with the climate change simulated by the Hamburg atmospheric models ECHAM 2/3 in response to the observed sea surface temperature. He finds close agreement in the observed and simulated distributions of tropospheric temperature, precipitation and moisture (outgoing long wave radiation). Similar close agreement was found by Bengtsson (1994, 1995, personal communication) between ECHAM 3 simulated and satellite observed (MSU) tropospheric temperatures. Based on this intercomparisons, Graham cautions that the close agreement between the observed recent surface temperature increase with the temperature increase simulated by the Hamburg CGCM for rising greenhouse gas concentrations should not easily be dismissed as spurious. In our attempt to assess quantitatively the statistical significance of the recent observed climatic change we consider here only the surface temperatures, since insufficient data exists to estimate the natural variability of other atmospheric data at the required multi-decade time scales. Graham, N.E., 1995: Simulation of recent global temperature trends. Science, 267, pp. 666 - 671. Bengtsson, L., M. Botzet, M. Esch (1994): Will greenhouse gas-induced warming over the next 50 years lead to higher frequency and greater intensity of hurricanes? Max-Planck-Institut Report Nr. 139. Bengtsson, L., M. Botzet, M. Esch (1995): Hurricane-type vortices in a general circulation model. Tellus, 47A, pp. 175 - 196.

For the thirty-year trends, the variability levels of the calibrated paleoclimatic data and measured temperature data are mutually consistent and not too much greater than the model data. The variability of 100-year trends is more difficult to estimate: there exists only one realization of the measured global temperature distribution, which is furthermore not easily to distinguish from the anthropogenic warming trend, and the level of the paleoclimatic variability is a factor of three larger than the variability level of the model simulation (Barnett et al., pers. com.). For this reason also it is preferable to apply the detection test to 30-year trends.

The fingerprint for the mean simulation $\frac{A + B}{2}$ is applied to all data, including
the CO₂-only run C, to provide a common comparison base. The results using the fingerprint for run C are not significantly different, cf. discussion later.

42 We adopt here the common but formally imprecise terminology in place of the correct statement that the null hypothesis is rejected at the 5 % significance level. Since our test is one-sided - we test for the probability of a positive temperature change exceeding some prescribed level - the indicated level can in fact be interpreted as the 97,5 % (2,5 %) significance level.
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Fig. 1  Observed (Obs) and computed globally averaged near-surface (2 m) 5-year mean temperature changes. Averages are restricted to areas with adequate observational data coverage (9). The two equivalent CO$_2$ + aerosol simulations A, B differ only through the insertion of a weak noise perturbation in the run A. Simulation C is for equivalent CO$_2$ only. Future CO$_2$ and aerosol concentrations correspond to IPCC Scenario A.
Fig. 2 Evolution of the detection variable for the observed and simulated near-surface temperature data. The detection variable has been computed by a projection of 30-year trend fields onto the optimal fingerprint for the CO$_2$ + aerosol climate change pattern. A, B describe the two equivalent CO$_2$ + aerosol simulations, Obs the observations and C the equivalent CO$_2$ only simulation.
Fig. 3  Pattern correlations between observed 30-year trends and the dominant climate change signal of the averaged equivalent CO₂ + aerosol simulations (full line) and for simulation C (equivalent CO₂ only; dashed line)

Panel (a): correlation including spatial mean of the pattern
Panel (b): correlation with spatial mean subtracted.