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[1] This study investigated the consistency between microwave and optical water path estimates of oceanic clouds from Tropical Rainfall Measurement Mission (TRMM) Microwave Imager (TMI), Moderate Resolution Imaging Spectroradiometer (MODIS), and Multiangle Imaging Spectroradiometer (MISR). We used microwave estimates from the Wentz algorithm for warm, nonprecipitating clouds and both Wentz retrievals and standard TMI profiles for cold, precipitating clouds. Optical estimates were derived from cloud optical thickness and particle effective radius. For warm, nonprecipitating clouds the two methods showed good agreement at the 25-km resolution of the microwave measurements, with liquid water path means being within 5–10%, an overall correlation of 0.85, and RMS difference of ~25 g m⁻². Multiangle optical retrievals showed only weak variations with view zenith angle, building further confidence in the results. An error analysis suggested that optical estimates were more certain than microwave ones, primarily because 1-D plane-parallel radiative transfer seemed to apply well at the coarser comparison scales. However, there appeared to be a slight but systematic dependence on cloud amount as microwave retrievals increasingly overestimated optical ones at cloud fractions below ~65%. For cold, precipitating clouds we tested three common interpretations of optical retrievals: liquid water path, ice water path, and total water path. The relationship between microwave and optical estimates was weak in all cases, with correlations no more than 0.5, and RMS differences at least an order of magnitude larger than for warm clouds. The weakest correlation (0.37) was found when optical retrievals were interpreted as ice water paths. If anything, optical estimates appeared best correlated with microwave cloud liquid water paths.


1. Introduction

[2] Cloud water is an important geophysical quantity forming a crucial link between hydrological and radiative properties of the climate system. Clouds can contain hydrometeors of various sizes and phases, from the large precipitation-sized to smaller cloud particles, in either liquid or ice phase. This study focuses on cloud water contained in nonprecipitating hydrometeor species with emphasis on warm, nonprecipitating clouds, but also touching upon cold, precipitating clouds.

[3] Knowledge about liquid and ice cloud condensate is crucial from a modeling standpoint. For instance, in climate model intercomparisons large differences in simulated net cloud radiative feedback have been found to be directly related to differences in the amount of cloud liquid water produced by the models [e.g., Cess et al., 1996]. Furthermore, Vavrus [2004] has concluded that basing cloud fraction on cloud water content rather than relative humidity, and accounting for the impact of differential fallout rates of frozen and liquid condensate on cloud concentration, are essential for realistically simulating the annual cycle of Arctic cloudiness. Finally, Clement and Soden [2005] have shown that the tropical-mean radiation budget can be quite sensitive to precipitation efficiency, better estimates of which require improved knowledge of the amount of cloud water relative to precipitating water. Such modeling work would no doubt benefit from accurate cloud water path retrievals; however, such retrievals are still problematic, especially for cold, precipitating clouds.

[4] Currently available passive satellite remote sensors retrieve column integrated liquid water content (liquid water path) from two different methods. The microwave approach, usually limited to oceanic areas but applicable day or night, infers liquid water path (LWP) from brightness temperatures measured at several frequencies, after first removing the influence of surface emissivity and water vapor absorption. The optical method, applicable over both land and ocean but
during daytime only, infers liquid water path from cloud optical thickness and cloud droplet effective radius, the directly retrieved quantities in this approach. Optical thickness and droplet effective radius are, in turn, inferred from simultaneous solar reflectance measurements at a nonabsorbing visible and a water-absorbing near-infrared wavelength.

[5] Microwave and optical techniques represent fully independent approaches, but because both techniques rely on simplified models of the geometric or microphysical structure of clouds to obtain their retrievals, comparisons are still needed to examine their respective error characteristics. However, only a few such studies have been published to date. Løjø et al. [1991] compared liquid water path estimates derived from Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR) and Geostationary Operational Environmental Satellite 1 (GOES 1) Visible and Infrared Spin-Scan Radiometer (VISSR) measurements over the Indian Ocean. They found satisfactory agreement between the methods, with a correlation coefficient of 0.83 and a root-mean-square (RMS) difference of 7 g m⁻². Greenwald et al. [1993] compared Special Sensor Microwave/Imager (SSM/I) and Advanced Very High Resolution Radiometer (AVHRR) retrievals in areas of nonprecipitating marine stratocumulus clouds off the California coast. They concluded that the two methods gave consistent results, with an RMS difference of 60 g m⁻² and a slight positive bias in microwave estimates. Lin and Rossow [1994] also found good consistency between SSM/I microwave and International Satellite Cloud Climatology Project (ISCCP) optical retrievals for warm, nonprecipitating clouds. For cold and/or precipitating clouds, however, they found large differences between the two methods, which they attributed to the presence of ice and/or rain. Similar conclusions were reached by Lin and Rossow [1996] for nonprecipitating oceanic clouds in a later ISCCP-SSM/I comparison. Greenwald et al. [1997] compared liquid water path estimates obtained by SSM/I and GOES 8 imager for nonprecipitating marine stratocumulus clouds in the Eastern Pacific. Their microwave and optical techniques yielded average LWP values within 10–20% of one another with a typical correlation coefficient of 0.6–0.9 and RMS difference of 30–60 g m⁻². The study by Wood et al. [2002] employed TRMM (Tropical Rainfall Measurement Mission) Microwave IMager and MODIS (Moderate Resolution Imaging Spectroradiometer) retrievals over the Northeastern Pacific. Their analysis of the average LWP of 1° × 1° regions of warm, nonprecipitating marine clouds showed the two instruments agreeing within 10 g m⁻² with an RMS difference of 17 g m⁻².

[6] The studies described above used data from instruments on different satellites. Masunaga et al. [2002b] employed microwave and optical sensors from the same platform, the TRMM satellite. In their study, liquid water path estimates from TRMM Microwave Imager (TMI) and Visible and Infrared Scanner (VIRS) were compared for low, warm, nonprecipitating clouds. They found that the correlation coefficient between the instruments was 0.62 for all clouds, and 0.91 for marine stratocumulus regions. Ho et al. [2003] also used TMI and VIRS in their comparison. For warm, nonprecipitating clouds their microwave and optical estimates showed a difference of less than 10 g m⁻² in global means. For cold, nonprecipitating clouds, however, their microwave LWP estimates were only 25–30% of their optical retrievals. Like Lin and Rossow [1994], they interpreted the difference as the amount of cloud ice.

[7] Taken together, these studies have established that there is good agreement between microwave and optical retrievals of liquid water path for low-water-content, warm, nonprecipitating clouds. The studies of Greenwald et al. [1997] and Masunaga et al. [2002b] have also underlined the importance of cloud fraction information within the microwave footprint in order to achieve a meaningful comparison. Specifically, either microwave measurements have to be scaled up because they are averages over entire footprints including clear areas, or optical retrievals have to be scaled down because they are limited to cloudy areas.

[8] Conversely, cold and/or precipitating clouds have been found to pose a much greater challenge for microwave-optical comparison. Microwave brightness temperatures are sensitive to the total amount of liquid water (cloud plus rain) within an atmospheric column. Separation of the cloud component (i.e., small droplet mode) from the rain component (i.e., large drop mode) is difficult, usually requiring a priori assumptions. In addition, precipitation-sized particles scatter microwave radiation, a process which has to be included in retrieval models, especially at higher frequencies. Optical measurements, on the other hand, saturate over thicker, brighter clouds, resulting in truncation of optical thickness retrievals at typical values of ∼50–100. In these clouds, an ice layer is usually present above the liquid layer. This makes interpretation of the retrieved optical thickness difficult, because the reflected signal is a mixture of contributions from liquid droplets and ice crystals. Furthermore, the retrieved droplet effective radius is characteristic of ice crystals at cloud top rather than of liquid droplets deeper in the cloud. To avoid these difficulties, previous microwave-optical comparisons have usually been limited to warm, nonprecipitating clouds. The few studies on cold clouds [e.g., Lin and Rossow, 1994, 1996; Ho et al., 2003] have typically assumed that optical retrievals represent the total water path (TWP), and that the difference between optical and microwave retrievals can be interpreted as ice water path (IWP).

[9] In this paper we report upon how we took advantage of the availability of improved optical measurements, spectral radiances from MODIS and multangle radiances from the Multangle Imaging Spectroradiometer (MISR), both aboard the Terra satellite, in order to extend the comparison of microwave and optical retrievals of cloud water. The terms “cloud LWP,” “cloud IWP,” and “cloud TWP” henceforth refer to cloud water contained in liquid, ice, and all (liquid and ice) nonprecipitating hydrometeor species, respectively, with the contribution from precipitating species being explicitly ignored. The generic term cloud “water path” (WP) refers to either cloud LWP or cloud IWP. In particular, we examined the interpretation of optical retrievals in cold, precipitating clouds, such as deep convective systems. Here, optical retrievals from Terra were compared against conventional microwave estimates from coincident passes of the TRMM satellite using both the Wentz algorithm [Wentz, 1997; Wentz and Spencer, 1998] and the standard TRMM profiling algorithm [Kummerow et al., 2001] on TMI data. We employed MODIS data because
they represent state-of-the-art 1-D retrievals of cloud optical thickness and cloud droplet radius [King et al., 1997], and multiangle MISR data because they allow evaluation of the consistency of these 1-D optical retrievals [Horváth and Davies, 2004]. In the remainder of this paper, we describe our coincident, collocated microwave and optical data sets; explain the comparison methodology; present results for warm, nonprecipitating and cold, precipitating clouds, respectively; and discuss the significance of our findings in more detail.

2. Data

2.1. Microwave Measurements

[10] Our microwave measurements were obtained by the TMI nine-channel passive microwave radiometer aboard the TRMM satellite [Kummerow et al., 1998]. We used two sets of TMI retrievals representing different developmental histories. The first data set was obtained from the Wentz algorithm, originally developed for nonprecipitating oceanic clouds [Wentz, 1997], and later extended to include rain observations as well [Wentz and Spencer, 1998]. This unified, all-weather ocean algorithm simultaneously finds near-surface wind speed, columnar water vapor, columnar cloud liquid water, and rain rate by varying the values of these geophysical parameters in a radiative transfer model until simulated ocean brightness temperatures match observations. The inversion uses a primarily emission-based scheme with some adjustments for scattering and relies on measurements from the 19.35-GHz, 21.3-GHz, and 37-GHz channels. The actual data used in this study were version 3a gridded maps with a pixel resolution of 0.25° (~25 km) provided by Remote Sensing Systems.

[11] The second data set was composed of the standard 2A12 TMI hydrometeor profiles [Kummerow et al., 2001]. This algorithm uses all TMI channels to retrieve the rainfall rate and vertical structure of precipitating cloud systems. The 2A12 algorithm considers a total of four classes of hydrometeors and retrieves the amount of cloud liquid, cloud ice, precipitation liquid, and precipitation ice in 14 vertical layers. Water path values can then be calculated by integrating these profiles. Unlike the Wentz algorithm that provides retrievals in all clouds, the 2A12 algorithm only works in precipitating clouds. The characteristic feature of this profiling algorithm is that it relies on an a priori database of cloud-resolving model simulations and an improved treatment of microwave radiative transfer in the computation of brightness temperatures that are matched to TMI observations. The 2A12 version 5a data set was obtained from the TRMM Science Data and Information System (TSDIS) site and had a resolution of ~5 km (at 85.5 GHz).

[12] The global rainfall distributions produced by the Wentz and 2A12 algorithms show structures similar to those in previously published rain climatologies. However, significant regional biases are known to exist between the Microwave Sounding Unit [Spencer, 1993] and Wentz rain rates, and between the 2A12 and TRMM precipitation radar products [Masunaga et al., 2002a], the resolution of which remains the focus of active research. The error characteristics of Wentz and 2A12 cloud water retrievals, especially in cold, precipitating clouds, are even less understood. Nevertheless, we used these data in our cloud water study because we believe they still represent the current state of the art among microwave retrievals.

2.2. Optical Measurements

[13] Our optical estimates of cloud water were based upon 1-D plane-parallel retrievals of cloud optical thickness (τ) and cloud particle effective radius (r_e). The principle of the technique is that solar reflectance in a nonabsorbing visible channel is primarily a function of optical thickness, while reflectance at water-absorbing near-infrared wavelengths depends upon cloud particle effective radius and optical thickness. When both wavelengths are available, optical thickness and effective radius can be retrieved simultaneously [Nakajima and King, 1990]. When only visible reflectances are available, one has to assume an effective radius in order to retrieve optical thickness [Rossow and Schiffer, 1991]. Converting optical thickness to water path is by no means straightforward and is prone to errors, particularly for cloud ice. However, if one uses a general definition of effective radius for both liquid and ice particles based upon the ratio of size distribution volume to projected area, then both liquid water path and ice water path can be estimated from the following well-known formula [Stephens, 1978]:

\[
\text{LWP or IWP} = \frac{4 \rho \pi r_e^3}{3 Q_e}. \tag{1}
\]

Here, Q_e is the extinction efficiency, which can be set to ~2 at visible wavelengths, and ρ = ρ_w = 1 g cm\(^{-3}\) is the density of water or ρ = ρ_i is the density of ice. (Ice density measurements show large variations. MODIS uses a value of ρ_i = 0.93 g cm\(^{-3}\).) The above expression assumes vertically uniform effective radius and treats the phase of cloud top as that of the entire column. Hence the resulting water path is usually labeled as either “liquid water path” or “ice water path,” depending on cloud top phase.

[14] In this study we used optical retrievals from two different instruments aboard the Terra satellite. The first data set was composed of cloud optical thickness, particle effective radius, and water path from the Collection 4 MOD06 product provided by the MODIS scanner [King et al., 1997]. These cloud top properties were given for both liquid and ice clouds on a 1-km scale. The second data set was composed of cloud optical thickness calculated separately for each view angle of the MISR instrument. (MISR measures reflected sunlight near-simultaneously with nine pushbroom sensors oriented at different angles along track [Diner et al., 2002].) The traditional nadir view is complemented by four pairs of oblique cameras positioned at nominal view zenith angles of 26.5°, 45.6°, 60.0°, and 70.5°, each pair consisting of one camera looking forward and one looking backward in relation to the direction of flight.) The standard lookup-table-based retrieval algorithm was similar to that of MODIS with the exception that a fixed value had to be assumed for droplet effective radius in the absence of water-absorbing MISR channels. We computed reflectances for a τ_w of 5 μm, 8 μm, and 15 μm and obtained optical thickness by interpolating or extrapolating from these calculations based on the actual MODIS effective radius value. MISR retrievals were limited to liquid clouds.
only and had a resolution ranging from 214 m at nadir to 707 m at the most oblique angle with a sample spacing of 275 m at all angles. For algorithm details (ozone and Rayleigh corrections, parallax removal, coregistration, etc.) see Horváth [2004].

[15] In general, the MISR nadir camera and MODIS yielded similar optical thicknesses for thin or moderately thick water clouds. For clouds with \( r > 50 \)\(^{2}\), however, MISR retrieved significantly larger optical thicknesses than MODIS, primarily because of its higher calibration [Bruegge et al., 2002]. The \( \sim 3\% \) MISR-MODIS calibration difference was substantially amplified for such thick clouds by the strongly nonlinear relationship between reflectance and optical thickness.

### 3. Comparison Methodology

[16] Because our microwave and optical sensors were on different satellites, some care had to be taken to ensure high temporal and spatial collocation of the data sets. We searched approximately 400 randomly downloaded MISR orbits for TRMM-Terra coincidences, selecting only those cases for analysis that were within 15 min with respect to the observation time of the MISR nadir camera. The 50 or so coincident cloudy scenes were predominantly from February 2004, July and August 2003, and April 2001. The solar zenith angle varied from \( 17^\circ - 53^\circ \) with most scenes falling into the \( 25^\circ - 35^\circ \) range.

[17] To facilitate the comparison of these coincident observations, TMI and MODIS data were first remapped to the common MISR grid via nearest-neighbor sampling using their corresponding geographic latitude and longitude values. Next, the high-resolution optical and 2A12 microwave retrievals were averaged down to the \( \sim 25 \) km scale of the Wentz data set. Finally, we had to account for the fact that optical LWP values were normalized by the cloud-covered area, while microwave measurements were normalized by the total (clear plus cloudy) area of a domain. A head-to-head comparison between such optical and microwave LWPs would have revealed a systematic low bias in the latter, the so-called “beam-filling errors.” Greweald et al. [1997] have shown that simple linear corrections based on the subdomain cloud fraction can largely eliminate beam-filling errors, at least in 37-GHz observations of water clouds. Therefore we renormalized the optical estimates via multiplication by the subdomain cloud fraction. For consistency we used the same cloud fractions, calculated from the 1-km cloud mask in the MOD06 product, for the renormalization of both MODIS and MISR retrievals.

[18] In order to investigate the potentially more problematic cold, precipitating scenes, we sorted our cloud scenes into the following two categories based upon microwave rainfall, MODIS cloud top phase, and MISR cloud top height data. The first group, totaling 22 scenes from 21 MISR orbits, consisted of low-water-content, warm, nonprecipitating clouds. Areas where TMI indicated the presence of rain or MODIS the presence of ice or mixed-phase droplets were excluded. Domain average Wentz LWPs did not exceed \( 300 \) g m\(^{-2}\) for these scenes. The majority of clouds were marine St/Sc, trade Cu, or popcorn Cu, but three scenes contained midlevel As/Ac clouds. Nevertheless, we called this category “boundary layer clouds” because of the predominance of shallow cloud types.

[19] The second group, totaling 24 scenes from 24 MISR orbits, consisted of high-water-content, precipitating clouds with ice at the top (i.e., cold rain). All areas were eliminated where MODIS indicated liquid droplets only. Simply scaling the optical estimates with cloud fraction would probably not have been valid for these thick clouds; however, this was not necessary in any case because all 25-km domains were overcast. For these clouds the domain average atmospheric LWP as determined by the Wentz algorithm was usually considerably larger than \( 300 \) g m\(^{-2}\), often on the order of \( 1000 \) g m\(^{-2}\). The separation of precipitating clouds from nonprecipitating ones at a threshold LWP of \( \sim 300 \) g m\(^{-2}\) was related to assumptions about the onset of appreciable precipitation inherent in the Wentz algorithm. We called this category “cold precipitating clouds.”

[20] Finally, we needed to estimate the magnitude and effect of possible sensor collocation errors due to cloud height and cloud motion. The TMI instrument has a view zenith angle of \( \sim 53^\circ \), which could result in a parallax relative to the location of nadir-registered optical measurements. In addition, clouds could be advected by wind during the time difference between the TRMM and Terra satellites. To estimate these effects we used stereoscopic cloud height and cloud motion retrievals obtained by MISR [Horváth and Davies, 2001].

[21] For boundary layer scenes, MISR retrievals indicated a typical cloud top height of \( \sim 1 - 2 \) km, and a typical cloud motion wind of \( 5 - 15 \) m/s. These small cloud top heights resulted in negligible parallax no more than 0.1 Wentz domains. Cloud motion, on the other hand, could cause more significant collocation errors up to 0.5 domains. Most scenes, however, had an error much smaller than that. Nevertheless, we tested a cloud motion correction scheme and found that it had only a marginal effect on our results.

[22] For cold, precipitating scenes, such as deep convective cloud systems, it was more difficult to estimate parallax effects, because MISR cloud motion and height retrievals were much sparser; stereo matching between the nadir and most oblique views, which was required for motion retrieval, often failed because of lack of observable structure in the anvil cirrus at the top of such clouds. The few successful retrievals indicated cloud top heights between 8 km and 16 km, and wind speeds up to 30 m/s, each potentially resulting in large collocation errors up to 1 domain. However, visually matching clear areas in MODIS/MISR imagery with low TMI LWP values rarely indicated collocation errors of such magnitude. This suggested partial cancellation between cloud height and cloud motion effects, or the presence of other compensatory factors. As a final test, we investigated cold, precipitating scenes for which the time difference between TRMM and Terra was very small; hence only the height parallax was important. We found that applying a parallax correction based upon MISR stereo heights had only a small effect on the results. In light of the above findings, we concluded that collocation uncertainty due to cloud motion and height was not a major...
limiting factor in our comparisons of 25 × 25 km²-area averages.

4. Results

[24] As shown, the microwave and optical methods generally agreed well for warm, nonprecipitating clouds characterized by typical water path values no more than 250–300 g m⁻². For this cloud type, retrievals by both techniques could straightforwardly be interpreted as cloud liquid water path. Conversely, for cold, precipitating clouds, microwave and optical estimates started to seriously diverge. In this regime the comparison was complicated by the fact that MODIS retrievals could be interpreted (labeled) as cloud ice water path because of the presence of cloud top ice, while the Wentz algorithm attempted to estimate cloud liquid water path. Therefore comparing Wentz and MODIS retrievals for these clouds (green) might have been misleading. Arguably, it would have been more reasonable to compare optical retrievals with the standard TRMM profiling products, especially 2A12 cloud ice water path. However, as shown in Figure 1b, 2A12-MODIS comparisons did not yield an agreement any better than the Wentz-MODIS comparison regardless of whether MODIS estimates were compared with cloud liquid water path (blue), cloud ice water path (cyan), or cloud total water path (gold).

4.1. Boundary Layer (BL) Clouds

[25] Having sketched the general picture, let us now separately consider warm, nonprecipitating and cold, precipitating cases in more detail. For warm, nonprecipitating clouds, only the Wentz microwave data set was available. The comparison of Wentz LWP to MODIS LWP for all domains irrespective of cloud fraction is shown in Figure 2a. In this and similar figures, the gold line indicates a linear fit to the data, and green curves are relative density contours in arbitrary units. Note that in the Wentz data set, values were quantized to integer multiples of 10 g m⁻².

Statistical summaries of this case (column BL 1) and all subsequent comparisons are given in Table 1. Results showed an average Wentz and MODIS LWP of 47 g m⁻² and 42 g m⁻², respectively, and an RMS difference between the data sets of 25 g m⁻², with a correlation coefficient of 0.85 (R² = 0.72).

[26] The overcast subset of the data above (~20% of all domains) is plotted separately in Figure 2b. (See also column BL 2 in Table 1.) The Wentz algorithm and MODIS yielded a mean cloud LWP of 47 g m⁻² and 42 g m⁻², respectively, and an RMS difference between the data sets of 25 g m⁻², with a correlation coefficient of 0.85 (R² = 0.72).

[27] In sum, the mean Wentz LWP and MODIS LWP were consistent within 5–10% for boundary layer clouds. When all cloud fraction bins were considered, the Wentz average was higher than MODIS; however, the reverse was true for strictly overcast domains. The higher Wentz average in the “all” case was likely due to a positive bias in the microwave results over partially cloud-covered domains, which dominated the data set. For example, completely clear domains, as determined by the MODIS cloud mask, showed a positive Wentz LWP bias of 15 g m⁻², which then...
carried over to partially cloud-covered domains to a somewhat lesser extent. This explanation was supported by the fact that if we set MODIS LWP to 10–15 g m\(^{-2}\) over the clear portions of domains, then the relative Wentz overestimation disappeared. As further proof of our explanation, we stratified the results according to cloud fraction. Figure 3 shows box-whisker plots of Wentz-MODIS relative LWP differences for 10%-wide cloud fraction bins. As shown, the largest positive differences occurred for mostly clear domains with low cloud fractions. As the cloud fraction increased, the relative difference decreased, switching sign from positive to negative at a cloud fraction of \(\sim 65\%\). What might explain the Wentz-MODIS bias? We have identified three potential sources of the bias. First, a recent investigation by Zuidema et al. [2005] indicates that gaseous and liquid absorption models used in most microwave algorithms prior to 1995 led to overestimates of 10–25 g m\(^{-2}\) in instantaneous microwave LWP retrievals for warm marine clouds. They found that a more accurate depiction of the water vapor continuum in models from 1995 onward tends to reduce the retrieved LWP. Thus the use of older absorption models in the Wentz algorithm might cause a slight positive bias for lower cloud fractions. For larger cloud fractions, however, Zuidema et al. [2005] found that MODIS optical retrievals, too, can overestimate LWP, thereby balancing the overestimation in microwave estimates. A second error source could be the truncation of the Wentz data set at zero LWP. In cases of small cloud amounts, microwave retrievals at times yield negative LWP values because of their inherent uncertainties. In the Wentz data set, such negative retrievals are set to zero (C. Gentemann, personal communication, 2006), possibly biasing the mean results at low LWP values. Finally, there is also some evidence that the MODIS cloud mask may have missed a significant number of shallow Cu clouds [Zhao and Di Girolamo, 2006], thereby causing an underestimation in the subdomain cloud fraction, and resulting in an underestimation of the domain-average optical LWP. In a future study, we plan to further investigate the relative importance of these factors in causing the bias.

Turning to individual scenes, results revealed that the correlation between Wentz and MODIS LWPs varied from 0.59 (\(R^2 = 0.35\)) to 0.92 (\(R^2 = 0.85\)), with most scenes having \(R \geq 0.8\) (\(R^2 \geq 0.64\)). The RMS difference between the data sets was as low as 13 g m\(^{-2}\) and as high as 45 g m\(^{-2}\); however, it was below 30 g m\(^{-2}\) for most scenes. Differences in scene average LWP values were typically no more than 25% of the Wentz mean, but occasionally they were as high as 50%. Large differences only occurred for broken Sc patches or small popcorn Cu fields, which were low cloud fraction scenes characterized by a positive microwave bias as explained earlier.

The previous comparisons made use of MODIS effective radius retrievals. In order to investigate the effect of an ISCCP-type approach relying on a fixed effective radius, we computed optical thickness from MISR nadir camera reflectances assuming a fixed droplet effective radius of 10 \(\mu m\). Results are shown in Figures 4a and 4b.

<table>
<thead>
<tr>
<th>BL 1</th>
<th>BL 2</th>
<th>BL 3</th>
<th>BL 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domains</td>
<td>all</td>
<td>overcast</td>
<td>all</td>
</tr>
<tr>
<td>(r_e)</td>
<td>MODIS</td>
<td>MODIS</td>
<td>(10 \mu m)</td>
</tr>
<tr>
<td>Microwave mean</td>
<td>47</td>
<td>102</td>
<td>47</td>
</tr>
<tr>
<td>Optical mean</td>
<td>42</td>
<td>106</td>
<td>29</td>
</tr>
<tr>
<td>Bias</td>
<td>5</td>
<td>–4</td>
<td>18</td>
</tr>
<tr>
<td>RMS</td>
<td>25</td>
<td>36</td>
<td>29</td>
</tr>
<tr>
<td>Correlation</td>
<td>0.85</td>
<td>0.78</td>
<td>0.76</td>
</tr>
<tr>
<td>Number of points</td>
<td>3080</td>
<td>541</td>
<td>3277</td>
</tr>
</tbody>
</table>

\(a\)Means, biases, and RMS errors (after bias removal) are given in g m\(^{-2}\).

Figure 2. MODIS LWP versus TMI\(_{\text{Wentz}}\) LWP for boundary layer clouds: (a) all domains and (b) overcast domains. In this and similar scatterplots, the red line is the 1:1 line, the gold line represents a linear fit, and the green curves are relative density contours in arbitrary units.
for all domains and overcast cases, respectively. (See also columns BL 3 and BL 4 in Table 1.) The most important change was a 30–40% underestimation in the optical mean LWP with respect to the microwave estimate. In addition, there was a significant increase in the RMS difference, and a significant decrease in the correlation between the data sets. This indicated that an effective radius of 10 m was generally an underestimate for our boundary layer cloud scenes. In fact, the modal effective radius was at or above 13–15 m for most scenes, according to MODIS. For the much larger ISCCP data set a fixed value of 10 m may have given an unbiased mean result. Nevertheless, the increased correlation and decreased RMS difference clearly demonstrated the advantage of retrieved effective radius over a fixed value.

Finally, we evaluated the validity of the plane-parallel assumption used in the previous nadir optical retrievals by combining MISR angular optical thicknesses with MODIS effective radii and analyzing the view angle dependence of the resulting LWPs. As depicted in Figure 5a for all and overcast cases, the mean optical LWP showed a systematic but small increase with view zenith angle. With the exception of the most oblique angles, which were generally much more difficult to model, angular optical means were within ±15% of the microwave mean and within ±7% of one another. The variation of RMS difference as a function of view angle is depicted in Figure 5b. The microwave-optical comparison became noisier as the view zenith angle increased, and was accompanied by a simultaneous decrease in correlation (not shown) from 0.85 (R² = 0.72) to 0.76 (R² = 0.58). Nevertheless, the relatively weak view angle dependence of the results indicated some confidence in optical LWP retrievals for boundary layer clouds.

These coarse resolution results can be contrasted with the high-resolution multiangle analysis of Horváth and Davies [2004]. Our angular consistency test applied to simultaneous pixel-level (275-m) radiances suggested that only ~20% of maritime liquid water clouds fit a 1-D reflectance model within ±5%. Here, the good consistency of mean angular optical LWP values suggested that heterogeneity errors mostly canceled out when calculating large-scale averages. This was not surprising for thin boundary layer clouds, because the relationship between reflectance and optical thickness was close to linear.
4.2. Error Analysis

In the scatterplots presented previously, we did not indicate error bars because this would have resulted in incomprehensible plots. Here we present an alternative error analysis in this section.

For microwave retrievals, we assumed the nominal error characteristics given by Wentz [1997]. For nonprecipitating water clouds with LWP \( \leq 500 \) g m\(^{-2}\), Wentz estimated bias and RMS errors of the algorithm at 5 g m\(^{-2}\) and 25 g m\(^{-2}\), respectively. He also considered an additional 10% error introduced by the uncertainty in specifying cloud temperature. This might have been an underestimate, however, because there is at least a factor of two variation in liquid water absorption coefficients as a function of temperature, as pointed out by Petty and Katsaros [1992]. Furthermore, the above accuracies were obtained for a spatial resolution of 50 km. Thus the actual microwave uncertainties in our 25 km data might have been larger than the nominal values we considered. For optical retrievals, we estimated the accuracy for each domain as the standard deviation of the nine angular LWP values computed using MISR data. Note that by using this approach we considered the uncertainty in LWP due to optical thickness errors but ignored uncertainty due to effective radius errors, because the same MODIS \( r_e \) was used for all MISR angles. Thus these errors were likely underestimates. We then compared the absolute difference between microwave and optical retrievals with the expected uncertainty, calculated by adding the estimated microwave and optical uncertainties in quadrature. If the absolute difference was less than the expected uncertainty, then the two different techniques gave consistent results within their respective error bounds.

We found that for 82% of the domains, microwave and optical estimates appeared consistent with each other. Furthermore, in most cases the optical uncertainty was found to be much smaller than the microwave one. For example, the average standard deviation among the nine angular optical values was 9 g m\(^{-2}\), which was only \( \sim 1/3 \) of the microwave uncertainty. We also found that for the majority of the inconsistent retrievals, the Wentz algorithm overestimated the optical technique. These cases were likely to be domains with low cloud fractions, for which Wentz retrievals showed a positive bias as discussed earlier. The error analysis yielded very similar results when only overcast domains were considered. In this case, however, the average optical standard deviation increased to 18 g m\(^{-2}\), and for inconsistent retrievals microwave overestimation was just as likely as underestimation.

4.3. Cold Precipitating (CP) Clouds

In general, microwave and optical retrievals are challenging in cold, precipitating cloud systems because of the additional presence of cloud ice crystals and precipitation (both liquid and ice). As a result, one main difficulty in microwave models is to properly account for scattering by large particles. The retrieval of cloud liquid/ice water is further complicated by the fact that smaller cloud droplets contribute little to the signal that is, instead, modulated primarily by the graupel-water content, or in some cases by the upper rain layers if graupel is less in evidence [Smith et al., 1992]. Nevertheless, the Wentz algorithm attempts to estimate cloud liquid water while the 2A12 profiling method tries to retrieve both cloud liquid and ice water from their weak signals.

Optical retrievals, on the other hand, are generally insensitive to precipitation-sized particles; however, the significant amount of cloud ice above liquid cloud droplets results in an optical signal that is some combination of the cloud liquid water and cloud ice signals. The inherent problem with optical techniques is that the cloud liquid
and ice water contents cannot be separated. These difficulties have resulted in ambiguous interpretations of optical retrievals in cold clouds, with some authors interpreting the results as ice water path, some as liquid water path, and still others as total water path, that is, the sum of the liquid and ice components.

In order to gain further insight into microwave-optical comparisons in cold, precipitating clouds, we first investigated the microphysical intercorrelations as captured by microwave data. In particular, we plotted microwave cloud LWP as a function of rain rate in Figure 6a. Here, black plus signs correspond to the Wentz algorithm while red dashes refer to the 2A12 product. An inherent assumption in the Wentz algorithm is that light rain starts at a threshold cloud LWP value of 180 g m$^{-2}$, after which cloud LWP increases with rain rate, and then levels off for the highest rainfalls. This relationship is explicitly incorporated in the algorithm via the following expression (“equation (36)” in the work by Wentz and Spencer [1998], constituting only the nonprecipitating hydrometeor category):

$$\text{LWP} = 180(1 + \sqrt{\text{Hr}}).$$

Here, $r_r$ is rain rate in mm/hr and H is the rain column height in km, which is partly based upon the altitude of the freezing level as derived from radiosonde observations. The threshold cloud LWP of 180 g m$^{-2}$ was determined from an investigation of Pacific extratropical storms. We note that other authors found somewhat larger rain thresholds varying between 250 and 500 g m$^{-2}$. In the Wentz algorithm, H is a tuning parameter specified so as to match the freezing level height for low values of the sea surface temperature and to reach a maximum value of $H_{\text{max}} = 3$ km for the warmest sea surfaces. Wentz LWP values calculated from equation (2) using $H_{\text{max}}$ are plotted as the gold curve in Figure 6a. The scatter below this envelope is due to the sea surface temperature dependence of H.

The specified relationship between rain rate and cloud LWP is rather arbitrary in the Wentz algorithm. One might expect this relationship to be more accurately captured in 2A12 retrievals, because they are based upon cloud-resolving model simulations. As shown by the red dashes in Figure 6a, cloud LWP is strongly and positively correlated with rain rate in the 2A12 product as well, with a correlation coefficient of 0.77. (A similar analysis between 2A12 cloud IWP and rain rate revealed a much weaker correlation of 0.48.) In 2A12 data, cloud LWP seems to increase linearly with $r_r$; however, there is a break at a rain rate of 4–5 mm/hr below which the increase is faster than above it. More importantly, the 2A12 algorithm produces much smaller cloud LWP values than the Wentz algorithm. This point is further demonstrated in Figure 6b, which shows a head-to-head comparison between 2A12 and Wentz cloud LWPs. As shown, the two microwave cloud LWP estimates are highly correlated (correlation coefficient 0.80); however, 2A12 retrievals are biased low by $\sim 400$ g m$^{-2}$. This low bias is partly due to the fact that the 2A12 algorithm assigns zero cloud LWP to small rain rates. This is obviously incorrect because light rain should start at some finite threshold cloud LWP. What may cause this unphysical result?

One possible explanation is that light rain cases tend to be dominated by footprints containing very small raining areas (as opposed to footprints filled entirely with light rain), given the relatively large footprint of TMI and the predominance of tropical cases in the 2A12 a priori database. That is, the cloud resolving models are not putting much cloud water at the edges of the simulation. It may also have to do with the fact that the simulations cannot account for clouds produced by weather systems other than tropical storms (C. Kummerow, personal communication, 2005).

In light of the above, we decided to offset 2A12 cloud LWPs by a constant 180 g m$^{-2}$ for further comparison. In other words, we forced 2A12 data to start precipitation at the same threshold cloud LWP as the Wentz data.

Figure 6. Comparison of two microwave algorithms for cold, precipitating clouds. (a) Cloud LWP as a function of rain rate derived from Wentz data (black plus signs) and 2A12 data (red dashes). The gold curve is equation (2) for Wentz data, while the gold lines are linear fits to 2A12 data. (b) Wentz cloud LWP versus 2A12 cloud LWP.
Table 2. Statistical Summary of Microwave and Optical Water Path Estimates for Cold Precipitating (CP) Clouds$

<table>
<thead>
<tr>
<th>CP 1</th>
<th>CP 2</th>
<th>CP 3</th>
<th>CP 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microwave variable</td>
<td>2A12 IWP</td>
<td>2A12 TWP</td>
<td>2A12 LWP</td>
</tr>
<tr>
<td>Microwave mean</td>
<td>547</td>
<td>1106</td>
<td>559</td>
</tr>
<tr>
<td>Optical mean</td>
<td>784</td>
<td>784</td>
<td>784</td>
</tr>
<tr>
<td>Bias</td>
<td>$-237$</td>
<td>$322$</td>
<td>$-225$</td>
</tr>
<tr>
<td>RMS</td>
<td>540</td>
<td>647</td>
<td>288</td>
</tr>
<tr>
<td>Correlation</td>
<td>0.37</td>
<td>0.46</td>
<td>0.52</td>
</tr>
<tr>
<td>Number of points</td>
<td>1581</td>
<td>1581</td>
<td>1581</td>
</tr>
</tbody>
</table>

Means, biases, and RMS errors (after bias removal) are given in g m$^{-2}$.

Such systematic adjustment of 2A12 cloud LWPs resulted in profiles no longer matching the measured brightness temperatures, since the original profiles produced by the algorithm were already optimized as such. The fact that the algorithm could reproduce microwave observations with physically inconsistent cloud liquid water highlighted the reduced sensitivity of the retrievals to this parameter. For us, the choice was between consistent cloud properties or matched brightness temperatures. We opted for the former, because therein lay our interest. Similar biases likely affected 2A12 cloud ice water paths as well. However, in the absence of any clear hints on the magnitude of such possible biases, we decided not to modify 2A12 ice water path values.

After the modifications noted above, we next compared MODIS water path values to various microwave retrievals from the 2A12 product and the Wentz algorithm in order to investigate how to best interpret optical retrievals. Our results are summarized in Table 2. Note that the added bias offset in 2A12 cloud liquid water path (and hence cloud total water path) affected the biases but not the correlations and residual RMS differences in the following comparisons. The first two columns (CP 1 and CP 2) refer to the most common cases, that is, when optical retrievals are interpreted as either cloud ice water path or cloud total water path. The last two columns (CP 3 and CP 4) correspond to comparisons with 2A12 and Wentz cloud liquid water path retrievals, respectively. The corresponding scatterplots are given in Figures 7 and 8.

As shown, all comparisons revealed a much weaker relationship between microwave and optical retrievals for cold clouds than for warm, boundary layer clouds. Correlation coefficients were generally no better than 0.5 ($R^2 \leq 0.25$), and the RMS difference between the techniques was at least an order of magnitude larger than for warm clouds. However, the weakest correlation of 0.37 ($R^2 = 0.14$) was obtained when MODIS retrievals were compared with 2A12 cloud ice water paths, even though this interpretation of optical measurements was the most straightforward, because MODIS retrievals were based upon an ice scattering phase function. A somewhat better agreement was achieved when optical retrievals were compared with 2A12 cloud total water path values. Surprisingly, however, the highest correlations of 0.48–0.52 ($R^2 \approx 0.25$) and smallest RMS differences were obtained when optical results were interpreted as cloud liquid water path. Compared to 2A12 cloud liquid water paths, the MODIS results showed a large overestimation; however, they gave a basically unbiased estimate when compared to Wentz cloud liquid water paths. Further analysis revealed that MODIS effective radius was poorly correlated with both cloud LWP and cloud IWP for these cold clouds. Therefore the correlation between optical and microwave cloud water path estimates was driven by optical thickness.

5. Summary and Discussion

We have investigated the consistency of cloud water path retrievals obtained by microwave and optical methods in a multispacecraft and multisensor comparison. Because of the limited nature of our data set, our preliminary results may not be valid in all seasons and geographic locations. Nevertheless, we believe they convey useful information for understanding satellite observations. Our findings corroborate previous studies that found good agreement between
microwave and optical LWP estimates for warm, nonprecipitating boundary layer clouds. In addition, the weak view zenith angle dependence of optical retrievals found in this study builds further confidence in the results. The fact that multiangle optical LWP means have shown good consistency (within 7%) suggests that the significant heterogeneity errors found in plane-parallel optical retrievals in high-resolution data \cite{Horvath2004} are largely canceled out when calculating coarse resolution LWP averages in relatively thin and low-water-content clouds. We have also established that a slight bias exists between Wentz microwave and MODIS optical estimates, with microwave retrievals increasingly overestimating optical ones at lower cloud fractions. We have identified three possible sources of this bias: the use of older gaseous and liquid absorption models in Wentz retrievals, the elimination of negative values in the Wentz data set, and possible errors in the MODIS cloud mask over small Cu fields. We will investigate the relative importance of these factors in a future study.

[45] In addition to warm, nonprecipitating clouds for which both microwave and optical water path retrievals show considerable skill as discussed above, cold, precipitating clouds are also important from a climate perspective. Unfortunately, all cloud water retrievals may be of questionable accuracy for such cloud systems. A major source of uncertainty in microwave methods is the treatment of radiative transfer processes for different absorption and scattering agents, in particular, scattering by large, precipitation-sized particles. The Wentz algorithm, which is an emission-based scheme, has only ad hoc corrections for scattering. The TMI profiling algorithm, on the other hand, is a more complex, multichannel method that includes explicit handling of scattering and therefore might be expected to perform better. However, all microwave methods suffer from the fundamental limitation that cloud water contributes little to the signal which originates primarily from precipitating particles. Hence the total water cannot be partitioned into cloud water and rainwater based upon radiometric observations only, and the retrieval of cloud water within precipitation is subject to large uncertainty, always requiring a priori assumptions. In the Wentz algorithm this is achieved by assuming a rather arbitrary analytical relationship between cloud LWP and rain rate. In the TMI profiling algorithm, cloud water is characterized from cloud-resolving model simulations, ultimately a more physically consistent approach. However, we have found that TMI model simulations can produce precipitation without appreciable amounts of cloud liquid water, which results in obviously underestimated LWP retrievals. Therefore it seems that while current profiling techniques might be superior to the simpler Wentz-type methods in terms of rainfall retrieval, their advantage in estimating the amount of cloud condensate is not as obvious.

[46] Uncertainties in optical retrievals of cold, precipitating clouds are also considerable. The inherent problem with optical techniques (other than heterogeneity and saturation effects) is that cloud top reflectance is a combination of the cloud ice and cloud water signals that cannot be unscrambled from a single measurement. This difficulty is analogous to separating cloud water from rainwater in microwave measurements. Unlike in microwave methods, signal separation is not even attempted in optical techniques, although it is probably fair to say that the signal is more sensitive to cloud top ice. As a testimony to this somewhat confused situation, there have been different ways of interpreting optical estimates. Earlier versions of ISCCP were based upon a liquid scattering phase function, labeling retrievals as cloud LWP \cite{Rossow1991}. Other authors have assumed that optical retrievals represent total water path, that is, the sum of the liquid and ice components \cite[e.g.,][]{Lin1994, Lin1996}. The most current ISCCP and MODIS algorithms rely on ice scattering phase functions for cold clouds and interpret the results accordingly as cloud IWP.

[47] These conflicting interpretations in cold, precipitating clouds have never been tested before. In this paper, we have made an attempt to compare MODIS water paths with the various microwave retrievals from the TMI profiling and

Figure 8. MODIS WP versus (a) TMI$_{2A12}$ LWP and (b) TMI$_{Wentz}$ LWP for cold, precipitating clouds.
Wentz algorithms. We have found that regardless of interpretation, the relationship between optical and microwave retrievals is much weaker for cold clouds than for warm clouds. Surprisingly, the relationship between the two methods is weakest when optical estimates are interpreted as cloud LWP, even though such labeling of MODIS retrievals appears the most straightforward for ice-topped clouds. If anything, MODIS retrievals are best correlated with microwave cloud LWP estimates (both TMI profiling and Wentz). As a final note, however, we have to emphasize that the divergence of microwave and optical methods in cold clouds might be due in large part to their different sensitivities to the various hydrometeors, as discussed earlier. Therefore more detailed modeling studies are needed before the techniques can be successfully reconciled.
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