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Introduction

It is now commonly accepted that climate can change rapidly in response to a subtle forcing. There are numerous examples in climate archives which show that large, widespread, abrupt climate changes have repeatedly occurred in the past and will occur in the future (Rial et al. 2004). Abrupt climate changes happen naturally, but it is conceivable that human interference with the climate system is increasing the probability of large, abrupt events (Alley et al. 2003). If such events come unexpectedly, the economic and ecological impacts could be large and potentially serious (deMenocal 2001).

Some mechanisms have been identified to which abrupt climate changes could be attributed. For example, the meridional overturning circulation in the Atlantic Ocean appears to be sensitive to changes in freshwater fluxes into the North Atlantic such that above a certain threshold of freshwater input the meridional Atlantic circulation ceases. This process has been studied in a conceptual model by Stommel (1961) and in a coupled general circulation model by Schiller et al. (1997), for example. Abrupt transitions in the Atlantic thermohaline circulation have been used to explain the rapid swings in glacial climate (Stocker 2000; Ganopolski and Rahmstorf 2001) during the transition from glacial to interglacial climate (Mikolajewicz et al. 1997), or in various scenarios of future climate change (Manabe and Stouffer 1988; Rahmstorf and Ganopolski 1999; Knutti and Stocker 2002). Furthermore, rapid and presumably complete glaciations of the Earth, which probably happened some 800 to 700 million years ago – the so-called “snowball Earth” events – have been used to illustrate a positive feedback between

...
the high albedo of ice caps and the atmospheric energy balance (see Hoffman and Schrag 2002). Likewise, a rapid onset of the last glacial was simulated by Calov et al. (2005), again, based on earlier theories of the atmosphere–cryosphere feedback by Budyko (1969) and Sellers (1969).

Ecosystems, when exposed to gradual changes in climate, nutrient loading, or habitat fragmentation, for example, may exhibit drastic switches to a new state. Examples include the dynamics of freshwater and marine ecosystems, forests, and arid lands (Scheffer et al. 2001). Jennerjahn et al. (2004) found that rapid shifts of tropical ecosystems occurred during the last ice age, and Hughen et al. (2004) showed the same for ecosystems in South America during the last deglaciation.

In the Holocene, the western Sahara is hypothesized to have expanded rapidly some 5500 years BP (deMenocal et al. 2000), and the apparent forcing, the global distribution of insolation, has changed steadily for the past several thousand years (see Figure 9.1). Petit-Maire and Guo (1996) reported large climatic fluctuations in the Sahara, with wet periods occurring during the early Holocene and around 5000 years BP, and two more arid episodes occurring at 6700–5500 years BP and at 4000–3600 years BP. The latter episode was severe, ruining ancient civilizations and socio-economic systems. In addition Cremaschi et al. (2006) described major drought spells at 5900–5760 years BP and at 5120 years BP in the central Sahara, followed by phases of enhanced precipitation and by the onset of extreme arid conditions at 1500 years BP. At high northern latitudes, tree macrofossils apparently vanished between 4000 and 3000 years BP (MacDonald et al. 2000; Figure 9.1, bottom). Most of these periods characterized by rapid land-cover change correspond to one of the six periods of Holocene rapid climate change identified by Mayewski et al. (2004).

In this paper, large-scale Holocene land-cover change and associated biogeophysical feedbacks are addressed. Special emphasis is given to the underlying theory of rapid land-cover change in order to explore the possibility of predicting other so-called hot spots, i.e., regions on Earth that react very sensitively to changes in external forcing, in particular to anthropogenic land-cover change or emissions of greenhouse gases related to fossil-fuel use.

**Rapid land-cover change in North Africa**

Paleobotanic and paleoclimatic evidence indicates that during the early and mid-Holocene, some 11 500 to 6000 years BP, the Sahara was much greener than today (Prentice et al. 2000), and the Sahel reached at least as far north as 23°N in some parts of North Africa (Jolly et al. 1998). The greening was attributed to an increase in the North African summer monsoon as a response to changing orbital forcing (Kutzbach and Guetter 1986). The increase in summer monsoon triggered by changes in the Earth’s orbit around the Sun and in the tilt of the Earth’s axis, however, did not seem to be large enough to explain a large-scale greening (Joussaume et al. 1999). Claussen and Gayler (1997) found a strong feedback
between vegetation and precipitation, mainly in the western part of the Sahara, which could amplify the increase in summer monsoon to foster a northward shift of Sahelian vegetation. Claussen and Gayler explained the positive feedback by an interaction between high albedo of Saharan sand deserts and tropical atmospheric circulation, as assumed by Otterman (1974) and described in a model by Charney (1975). Charney (1975) hypothesized that the high albedo over sub-tropical deserts causes a radiative cooling because the sum of incoming solar radiation, reflected solar radiation, and outgoing long-wave radiation is negative at the top of the atmosphere: more radiation leaves than enters the atmosphere above a sub-tropical desert. The local radiative cooling induces a subsidence of air masses, which compensates the cooling by adiabatic heating. The sinking motion suppresses convective precipitation. The reduction of precipitation is supposed to cause further vegetation degradation, thus enhancing the growth of desert-like conditions. Interestingly, Otterman (1974) and Charney (1975) focused not on the Sahara, but on the question of whether ongoing Sahelian drought could be caused by an increase in albedo due to overgrazing. Later on, however, it was found that changes in Sahelian albedo are too small to explain a strong desert-albedo effect (Xue and Shukla 1993), and that presumably mechanisms other than Charney’s biogeophysical feedback dominate (see, e.g. Eltahir and Gong 1995).
To study Holocene land-cover changes in the Sahara, Brovkin et al. (1998; and later on, others, cited below) analyzed the stability of the atmosphere–vegetation system in West Africa. The basic concept of such a stability analysis is outlined by Scheffer et al. (2001). They showed that, generally speaking, a system can reveal different stability characteristics. The system could change gradually, or even linearly, when external conditions change (see Figure 9.2a). In other cases, a system may be rather inert over certain ranges of conditions while responding more strongly when conditions exceed a critical level (shaded area). A particularly interesting case (c) arises when a system exhibits multiple equilibria for certain environmental conditions. In such a case abrupt shifts from one state to the other state are possible if conditions exceed, perhaps randomly, some threshold near points B₁ or B₂. In the presence of strong perturbations (indicated by the thick arrow) the system might jump from the upper stable equilibrium to the lower stable one. The dashed line depicts an unstable equilibrium. Any infinitesimally small perturbation would drive the system away from the unstable equilibrium towards a stable one. (This figure is taken with modifications from Scheffer et al. 2001.)

To study Holocene land-cover changes in the Sahara, Brovkin et al. (1998; and later on, others, cited below) analyzed the stability of the atmosphere–vegetation system in West Africa. The basic concept of such a stability analysis is outlined by Scheffer et al. (2001). They showed that, generally speaking, a system can reveal different stability characteristics. The system could change gradually, or even linearly, when external conditions change (see Figure 9.2a). In other cases, a system may be rather inert over certain ranges of conditions while responding more strongly, however, when conditions approach a critical level (Figure 9.2b). A particularly interesting case arises when a system exhibits alternative states, or multiple equilibria, for certain environmental conditions. In such a case abrupt shifts from one state to the other state are possible if ubiquitous perturbations, either internally generated or externally imposed, exceed some threshold (Figure 9.2c). Regions in which the atmosphere–biosphere system, or more generally the climate system including atmosphere, biosphere, hydrosphere, pedosphere, and cryosphere, behaves like cases (b) and (c) are tentatively defined as “hot spots” in this paper.

How does this conceptual model apply to the dynamics of Saharan greening? Theoretical studies by Claussen (1994, 1997) revealed that the biogeophysical feedback in the western part of North Africa leads to multiple equilibrium solutions for present-day climate (see Figure 9.3a). For mid-Holocene climate, only one equilibrium solution for West African climate was found (Claussen and Gayler...
For glacial climate, however, the possibility of two solutions appears again (Kubatzki and Claussen 1998) (Figure 9.3b). Obviously, the atmosphere–biosphere system changes its stability depending on orbital forcing. While in present-day climate and in glacial climate the global insolation patterns are similar, Northern Hemisphere regions received up to 10 percent more insolation some 6000 years BP during boreal summer, and up to 15 percent less insolation during boreal winter (Berger 1978). Brovkin et al. (1998) hypothesized, therefore, that bifurcations and associated abrupt climate and vegetation changes could occur during the transition from middle Holocene to present-day climate and from the late glacial to early Holocene climate. To investigate this process and to explore the consequences of this hypothesis in detail, Brovkin et al. (1998) set up a mathematical version of the conceptual model, a minimal model of sub-tropical atmosphere–vegetation interaction.
The minimal model of Brovkin et al. is depicted in Figure 9.4. The solid line represents the dependence of equilibrium vegetation cover \( V^* \) on annual mean precipitation \( P \), assumed to be given by

\[
V^*(P) = \begin{cases} 
0 & \text{if } P < P_{cr} \\
1 - \frac{1}{1 + a(P - P_{cr})^2} & \text{otherwise}
\end{cases}
\]  

(1)

where \( a \) and \( P_{cr} \) are parameters obtained by processing ecosystem data of Olson et al. (1985) and precipitation data of Leemans and Cramer (1991) following the approach of continuous vegetation description by Brovkin et al. (1997). \( V^* \) is assumed to depend only on precipitation \( P \), but not on external conditions \( E \), such as insolation or atmospheric \( CO_2 \) concentration, for example. Hence it is assumed that \( V^*(P) \) is nearly constant over time. The dashed lines in Figure 9.4 represent a linear model of expected precipitation \( P^*(V,E) \) for given vegetation \( V \) and external conditions \( E \). No feedback between vegetation and precipitation is assumed, and \( P^*(V,E) \) is approximated by

\[
P^*(V,E) = P_d(E) + b(E)V
\]

(2)

where \( P_d(E) \) and \( b(E) \) are parameters to be adjusted to data or to results of comprehensive models in which precipitation is computed under prescribed, constant vegetation cover for the region in question, i.e., West Africa in this case. The intersections of both curves are the equilibrium solutions of the coupled system. Solutions \( I^d \), \( II^d \), \( III^d \), and \( III^g \) are stable equilibria, and \( II^* \) is an unstable equilibrium. (This figure is taken from Brovkin et al. (1998). Copyright 1998 by the American Geophysical Union.)
the solution II* is unstable to infinitesimally small perturbations. Further analysis of the model results depicted in Figure 9.3 shows that for present-day conditions II^d is more stable than II^g, i.e., the system is expected to reside more often near II^d than near II^g in the presence of finite-amplitude perturbations in rainfall. This could explain the existence of the Sahara today to be more likely than a strongly reduced, or greener, Sahara.

The transient vegetation/climate change in West Africa can be interpreted in terms of changes in the parameter $E$, which determines slope and origin of $P^*(V,E)$. As the Earth’s orbit around the Sun varies, the strength of the African summer monsoon changes, which takes the atmosphere–vegetation system from a unstable situation (represented by case III with a green equilibrium solution III^g in Figure 9.4) to a bistable situation (represented by case II with two stable solutions II^d and II^g). When the bistable situation is reached, then it depends on the stability of the green solution II^g and the strength of perturbation, such as variations in precipitation or vegetation cover, whether a jump from the green to the desert state occurs.

Using a box climate model of sub-tropical monsoon dynamics, Brovkin et al. (1998) predicted that before 6000 years BP the atmosphere–vegetation system in North Africa revealed a stability as indicated by case III in Figure 9.4 with only one, green solution III^g. Because of the change in insolation, the dashed line $P^*(V,E)$ shifts to the left until around 6000 years BP and a situation is reached that is sketched as case II in Figure 9.4, with a desert solution II^d in addition to a green solution II^g. Around 3600 years BP, the desert solution II^d and the green solution II^g appeared to exhibit the same stability, i.e., the likelihood that the system resides near II^d or near II^g is the same. As the variability in precipitation, which triggers switches between equilibrium states, appears to be larger the greener the region, Brovkin et al. (1998) concluded that the jump from the green to the desert state should have happened between 6000 and 3600 years BP. It is also conceivable that a jump between states does not occur once, but that for some period of time the system jumps back and forth between the desert and the green state.

By using the Earth System Model of Intermediate Complexity, CLIMBER-2, Claussen et al. (1999) predicted a fast expansion of the Sahara some 5500 years BP (see Figure 9.5), which agrees well with the reconstruction of an abrupt change in terrestrial dust transport from western Africa into the North Atlantic (deMenocal et al. 2000; see Figure 9.1). Sensitivity tests (not shown here) revealed that CLIMBER-2 does not exhibit distinct green and desert-like equilibrium solutions for the same values of insolation as the more comprehensive atmosphere–biome model used by Claussen (1997), Claussen and Gayler (1997), and Kubatzki and Claussen (1998) (see Figure 9.3) does. Hence Claussen et al. (1999) concluded that the fast transition seen in CLIMBER-2 was not a bifurcation of the atmosphere–vegetation system, but a fast transition corresponding to case (b) in Figure 9.2. The authors attribute this effect to the coarse spatial resolution of CLIMBER-2, which does not differentiate between the western and eastern Sahara.

Paleobotanic and paleoclimatic evidence suggests that Holocene climate trends in the western and eastern Sahara differ. The abrupt increase in terrestrial dust flux
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from the western part of Sahara as recorded in marine sediments off the coast of North Africa near Cape Blanc, Mauretania, by deMenocal et al. (2000) (see Figure 9.1) suggests a single abrupt aridification around 5500 years BP. Pachur (1999) found that the aridification in the eastern part of the Sahara increased more gradually with a period of larger variability between 7000 and 4500 years BP (Pachur 1999). Rapid swings between the arid and the wet state were also found in reconstructions from several hundred 14C dates around the Tropic of Cancer by Petit-Maire and Guo (1996) and from tree rings in the central Sahara by Cremaschi et al. (2006).

Strong variations in Saharan vegetation between 7000 and 5000 years BP were found (see Figure 9.6) by Renssen et al. (2003) in their model, ECBILT–CLIO–VECODE, a coupled atmosphere–ocean–vegetation model of intermediate complexity. In contrast to the CLIMBER-2, the model by Renssen et al. has a much stronger variability in rainfall. Renssen et al. (2003) showed that the change in variability in their model could be attributed to a bistability of the system during the period of strong variations. For that purpose they constructed a stability diagram, as in Figure 9.4, following Brovkin et al. (1998). They performed several experiments with prescribed vegetation cover to obtain a linear curve $P^*(V,tn)$ where $tn$ stands for time slices 9000 years BP, 6000 years BP, and 0 years BP. The curve $V^*(P)$ was taken from the vegetation model with prescribed precipitation changes. For today, the stability diagram indicated a desert solution only, as case I in Figure 9.4. For 9000 years BP and 6000 years BP, two stable solutions appeared, as case II in Figure 9.4. Further experiments showed that for 9000 years BP the desert solution (represented as II$^d$ in Figure 9.4) was not stable in the presence of simulated climate variations. The possibility of multiple solutions and rapid swings between the desert and green state in the model is qualitatively consistent with reconstructions by Petit-Maire and Guo (1996), Pachur (1999), and Cremaschi et al. (2006).

Zeng and Neelin (2000), Wang (2004), and Liu et al. (2006) explored the role of rainfall variability on the transition between green and desert-like conditions in North Africa. They found that strong rainfall variability could prevent the system from staying in one equilibrium. Instead, one would detect a strong variability in vegetation cover which, on average over decades and centuries, would decline.

Figure 9.5 Simulated decrease in relative vegetation coverage $f$ as a function of time. Different curves refer to simulations with different initial conditions, but the same climate forcing. In this figure, only 2000 years of the simulations, which span the past 9000 years, are depicted. (This figure is taken from Claussen et al. (1999). Copyright 1999 by the American Geophysical Union.)
smoothly. Only if variability occurs at sufficiently long time-scales (say, at decades instead of years), then abrupt transitions occur (this case is referred to as an “unstable collapse” in Liu et al. 2006). From their studies, one can conclude that bistability is neither a necessary nor sufficient condition for multiple transitions between green and desert-like conditions. These can occur in the presence of only one equilibrium solution, provided that the slope of curve $V^*(P)$ is sufficiently close to that of $(P^*(V,E))^{-1}$ and that there is slow (i.e., decadal or longer) rainfall variability (or “stable collapse” according to Liu et al. 2006).

Not all models reveal abrupt changes during the Holocene in northern Africa. The model by Wang et al. (2005) seems to follow insolation rather linearly, although the same vegetation model was used as implemented in CLIMBER-2 and the model by Renssen et al. (2003). Perhaps the atmospheric model, a sectorially averaged energy balance model, used by Wang et al. (2005) is not capable of properly simulating deviations from the zonal mean.

The idea of multiple equilibria in West Africa and vegetation/climate changes caused by bifurcations of the system was pursued further by Wang and Eltahir (2000), who used a zonally averaged atmospheric model for West Africa synchronously coupled to a dynamic vegetation model. They explained the decadal variability in the 20th century in terms of bifurcations of the West African atmosphere–vegetation system. Using Wang’s and Eltahir’s model, Irizarry-Ortiz et al. (2003) obtained bistability of the atmosphere–vegetation system for West Africa for the mid-Holocene period, thereby corroborating the results by Renssen et al. (2003). Also Zeng and Neelin (2000), by using an atmospheric model of the tropics coupled to a dynamic vegetation model, explored the effect of multi-stability in the West African region. Hence multiple equilibrium solutions in West Africa are seen in atmosphere–vegetation models of different complexity and different structure. This suggests that the notion of multi-stability in the atmosphere–biosphere system and associated rapid land-cover changes in that region seems to be robust, although the details of the transition from a green Sahara to today’s desert are not fully understood.
In the context of rapid land-cover changes in West Africa, the question arises whether early human land-use could have led to fast land-cover changes (e.g. Ruddiman (2003) in the context of mid-Holocene increase in atmospheric CO₂ concentration). Kubatzki (2000) tested this hypothesis by repeating the simulations of Claussen et al. (1999) and by perturbing vegetation cover in the simulations. Kubatzki (2000) reduced the vegetation of the green Sahara in the early to mid-Holocene periodically to a fractional coverage of 0.2. The resulting simulation revealed only small differences between perturbed and unperturbed cases, which suggests that early human land-cover change affected West African desert dynamics only marginally.

Rapid land-cover change in other regions of the world

After having discussed rapid land-cover change in North Africa, the question arises as to whether there is evidence of rapid land-cover changes in other regions of the world. After Fennoscandian and Laurentian ice sheets of the last Ice Age had disappeared, boreal forests colonized high northern latitudes and eventually reached farther north than today at least in Europe (Cheddadi et al. 1997) and Siberia (MacDonald et al. 2000). After the so-called Holocene optimum some 8000 to 6000 years BP (cf. Jansen et al. this volume), the boreal tree line shifted southward with perhaps some faster retreat between 4000 and 2000 years BP (uncalibrated ¹⁴C ages) (MacDonald et al. 2000; see Figure 9.1). Other, more local reconstructions (e.g. Brovkin et al. 2002) do not reveal a fast change in boreal ecosystems, but a more steady change that parallels the change in insolation (Figure 9.7).

Levis et al. (1999) and Brovkin et al. (2003) analyzed several different atmosphere–vegetation models with respect to the dynamics of the boreal forest. In particular, Brovkin et al. (2003) applied a stability analysis to the dynamics of temperature-limited forests along the same lines as outlined above. In their analysis, they used the relative forest coverage \( F(T) \) and growing degree days \( T(F) \) (i.e., sum of daily temperatures above a certain threshold, 0°C in this case) as variables. Instead of prescribing the shape of curves \( F^*(T) \) and \( T^*(F) \), as done in stability analysis for sub-tropical vegetation (Equations 1, 2), they performed a number of sensitivity experiments with a comprehensive atmosphere–vegetation model (GENESISIBIS, Levis et al. 1999) and with models of intermediate complexity (MoBidiC, Crucifix et al. 2002; CLIMBER-2, Brovkin et al. 2002) to obtain the curves \( T^*(F,E) \) and \( F^*(T) \) for different external conditions \( E \) with present-day climate, indicated by \( E = 0 \), doubled atmospheric CO₂ concentrations, \( E = C \), and insolation reduced by 2 percent, \( E = S \) (see Figure 9.8). For all models under consideration and for all conditions of \( E \), no multiple equilibrium solutions were found. Hence these studies suggest that a bifurcation of the atmosphere–biosphere system in the region of Siberia is not expected to occur. This statement is valid for a large region (as Siberia); however, local instabilities would still be possible, as only large-scale averages were considered in the studies above. The work by Levis et al. (1999) and
Brovkin et al. (2003) not only excluded the possibility of bifurcations in the atmosphere–biosphere system over Siberia, even fast changes, such as those indicated in Figure 9.2b, are not expected when examining the phase diagrams of their models. An exception could be the MoBidiC model (Figure 9.8c) for which the slopes $dF^*(T)/dT$ and $(dT^*(F)/dF)^{-1}$ are rather close for small values of $F < 0.3$. Indeed, Crucifix et al. (2002) reported that in their model (MoBidiC) a change in boreal vegetation was most rapid between 4000 and 2000 years BP.

Figure 9.7  Pollen records from (a) the Lama lake (70°N, 90°E) and (b) the Levinson-Lessing Lake (74°N, 98°E). Green shaded areas represent percentages of pollen content of selected tree species and total pollen percentage of trees against herbs pollen and spores percentages. The bottom figure (c) depicts a model result by Brovkin et al. (2002). (This figure is taken from Brovkin et al. (2002). Copyright 2002 by the American Geophysical Union.)
The analyses of Levis et al. (1999) and Brovkin et al. (2003) corroborate an earlier study by Claussen (1998) in which multiple equilibrium solutions were searched for globally by starting a coupled atmosphere–biome model from different initial conditions (all continents covered by forests, grassland, dark bare soil, and sand deserts, respectively). It appeared that only in northern Africa do two equilibria exist in the present-day climate: a “green Sahara”, if the model was initialized with forests, grassland or dark soil, and an extended desert, if the model was initialized with continents covered by bright sand desert only.
Future land-cover change and surprises

The fastest land-cover change that currently occurs is related to (anthropogenic) land-use. Nonetheless, the question arises whether land-use or, more interestingly, anthropogenically induced climate change could as well lead to rapid land-cover change. Oyama and Nobre (2003) detected in their model (an atmospheric model asynchronously coupled to a potential vegetation model, as in Claussen 1997) multiple solutions for present-day climate in tropical South America, but only in this region, and not in northern Africa. In tropical South America, tropical forest was seen in the model when it was globally initialized with forest, but savanna emerged when the model was globally initialized with desert. In north-east Brazil, caatinga, Brazilian dry shrubland, was replaced by semi-desert vegetation in the model with deserts as initial conditions. This result is particularly interesting, given that at least one other climate model, the Hadley Centre climate model (Betts et al. 2004), yields a strong reduction in precipitation and subsequent dieback of Amazon forest if atmospheric CO2 concentrations are strongly increased.

Also for the region of North Africa we might expect some land-cover change indirectly induced by humans. Wang and Eltahir (2002) concluded from their simulations that higher atmospheric CO2 concentrations would make the atmosphere–biosphere system of West Africa more resilient to drought-inducing remote processes such as varying sea-surface temperatures. They expect that the regional climate in the Sahel, which tends to alternate between dry and wet spells, may experience longer or more frequent wet episodes and shorter or less frequent dry episodes in the future than in the past.

As mentioned above, West Africa is a region for which bistability of the atmosphere–vegetation system has been detected in various climate models for present-day climate. Brovkin et al. (1998) found in their conceptual model that under greenhouse-gas-induced climate warming a green Sahara (or better: a Sahara, greener than today) is likely to become more stable than a desert solution. Their statement somehow corroborated an earlier assertion by Petit-Maire (1990) that “greenhouse could green the Sahara” – in an analogy to the greening of North Africa during the so-called Holocene climate optimum. Subsequently, Claussen et al. (2003) explored the sub-tropical biogeophysical feedback in various scenarios of atmospheric CO2 concentration increase, and they found a rapid increase of Sahara vegetation (see Figure 9.9). Despite this apparent similarity between mid-Holocene and greenhouse-gas induced greening, however, Claussen et al. (2003) concluded that the mid-Holocene climate would not be a direct analog for a potential future Saharan greening. Not only do the global patterns of climate change differ between the mid-Holocene model experiments and the greenhouse-gas sensitivity experiments, but also the relative role of mechanisms which lead to a reduction of the Sahara. Furthermore, the role of land-use might differ between the mid-Holocene and today. As mentioned above, human interference presumably had little influence on mid-Holocene desert dynamics. A future greening, however, could be suppressed by extensive land-use (Claussen et al. 2003).
Whether or not the Sahara becomes greener because of a greenhouse-gas-induced warming presumably depends on the model set up. So far, only the study by Claussen et al. (2003) describes an interactive atmosphere–biosphere–ocean model experiment which yields such a greening. An overview of model experiments on greenhouse-gas-induced warming (Cubasch et al. 2001) shows an increase in most tropical areas and a decrease in most sub-tropical areas. There appears, however, to be little consistency among models with respect to simulated changes of precipitation in northern Africa.

**Possible methods to detect “hot spots”**

So far, only North Africa and, in one model only, north-west Brazil have been identified as regions in which bifurcations of the atmosphere–vegetation system could occur. Is this result robust or could some sensitive regions have been overlooked? Up to now, two methods have been used to explore the stability of the atmosphere–land-cover system. The first method relies on finding multiple solutions in simulations which are initialized with different land-cover conditions,
everything else being unchanged. If a region exhibits multiple equilibrium solutions, then it is considered a “hot spot” in the sense outlined above. This method has been applied by Claussen (1998), Wang and Eltahir (2000), Zeng and Neelin (2000), and Oyama and Nobre (2003), for example. Wang (2004) pointed out that this detection method might not be reliable because of internal atmospheric variability which, if strong enough, eliminates multiple solutions, in line with simulations by Zeng and Neelin (2000). Hence, the results by Claussen (1998) might not be conclusive. On the other hand, Wang (2004) also argued that if two equilibrium solutions exist in a system, then the variability might be much stronger than in a system with only one equilibrium solution.

Perhaps then, the analysis of the amplitude of variability in the atmosphere–biosphere system would be an alternative method of searching for “hot spots”. This argument is in line with a proposal by Kleinen et al. (2003) or in a modified, extended version by Held and Kleinen (2004). Kleinen et al. (2003) show that the power spectral properties change; the low frequency variability becomes larger as the system moves close to a bifurcation point.

In a third method used so far, a stability diagram as proposed in Brovkin et al. (1998) is constructed from a number of sensitivity experiments with comprehensive coupled models. Successful examples are given in Brovkin et al. (1998, 2003). This method could certainly be extended when a more general minimal model is applied to the global results of comprehensive, coupled models.

A further method would make use of exploring physical mechanisms. For example, a key indicator of Charney’s (1975) theory of desert–albedo interaction is the negative anomaly of the radiation balance at the top of the atmosphere. As mentioned above, the annual mean radiation balance, i.e., the annual mean sum of incoming solar radiation, reflected solar radiation, and outgoing long-wave radiation, is positive in the tropics and negative at high latitudes. This gradient indirectly drives the general circulation of the atmosphere. Anomalies of the more or less zonally symmetric radiation balance are found over sub-tropical deserts, in particular the Sahara and Arabian deserts (Figure 9.10). Other, secondary, minima over land occur over central East Asia, Australia, and, only moderately, over Namibia. It is conceivable to assume that Charney’s feedback could work over these areas (with the exception of the maritime region where mainly low clouds cause the local minima in the radiation balance).

Indeed, when applying the minimal model of Brovkin et al. (1998) to the Namib region, multiple solutions are possible within a range of plausible parameters. This supposition, however, has to be critically assessed by taking into account that the most important climatic factor is the upwelling of cold water along the Namibian coast.

Conclusions

If climate, either in its mean values or in its extremes, shifts abruptly and if these changes come unexpectedly, then human civilization is affected. There is ample
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Evidence that such climate-related crises have happened in the past (deMenocal 2001). In this paper, Holocene rapid climate change in relation to rapid land-cover change is the focus. It was shown that only for North Africa is there unambiguous evidence, in comparison with driving insolation changes, of an abrupt expansion of Saharan deserts. North African land-cover change is assumed to have occurred either as one single aridification event around 5500 years BP (deMenocal et al. 2000) or as multiple switches from arid to wet phases in the mid-Holocene around the Tropic of Cancer (Petit-Maire and Guo 1996), in the central Sahara (Cremaschi et al. 2006), and in the eastern part of the Sahara (Pachur 1996). These shifts presumably had a profound impact on Neolithic culture in this region. Neolithic groups who lived in the green Sahara, perhaps mostly around then permanent lakes, migrated from the aridified land between 4500 and 4000 years BP (Petit-Maire and Bryson 1998). Malville et al. (1998) suggest that the swing to arid conditions in southern Egypt forced an exodus and that the arrival of the well-organized nomadic groups in the Nile valley was a factor in the rise of civilization in Upper Egypt.

The abrupt Holocene climate changes in North Africa have qualitatively been recaptured by different climate system models of different physical complexity and different spatial resolution. A sectorially averaged model of intermediate complexity (Wang et al. 2005) reveals just a smooth transition. Similar, slightly more comprehensive models, but with explicit geographic resolution, however, yield either a fast transition around 5500 years BP (Claussen et al. 1999) or a period of enhanced variability (Irizarry-Ortiz et al. 2003; Renssen et al. 2003) between 7000 and 5000 years BP. Earlier numerical experiments with comprehensive atmosphere–biome models (Claussen 1994, 1997, 1998) showed multiple equilibrium solutions for North Africa for the pre-industrial or late Holocene climate, which indicates the possibility of abrupt shifts of the system. Hence the notion of rapid land-cover change in North Africa is supported by theoretical studies.

Figure 9.10 Annual averaged radiation balance at the top of the atmosphere for the period of 1991 to 1995. (This figure is taken from Raschke et al. (2005). Copyright by the Royal Meteorological Society.)

Statistics: mean = 2, rms = 55, std = 55, min = −126, max = 88

Source: ISCCP
So far, there is no unambiguous sign for the potential of abrupt land-cover change in other regions of the Earth. The Amazon region and adjacent areas could be a “hot spot” in the present-day climate (Oyama and Nobre 2003) or in a world with strong greenhouse-gas-induced warming (Betts et al. 2004). The jury is still out whether the Arctic tree line shifted abruptly. Some data by MacDonald et al. (2000) seem to indicate a shift at a somewhat faster pace than climate forcing. Model studies hint at gradual shifts in the Arctic tree line.

In this study, only the interaction of vegetation with annual precipitation and/or temperature has been considered. There might be other climate thresholds involved such as the length of a dry season, for example, and climate and ecological thresholds might not always be the same (Jennerjahn et al. 2004; Maslin 2004). Furthermore, it is conceivable that climate-related thresholds and ecological thresholds are effective at different spatial scales. This issue has been raised by Scheffer et al. (2005), who argue that the synergy between small- and large-scale feedbacks could change the hysteresis of the system.

Biogeophysical feedbacks, i.e., processes which affect the near-surface energy, moisture, and momentum fluxes, have been mainly considered here. It is quite possible, however, that also biogeochemical feedbacks, i.e., processes which affect the chemical composition of the atmosphere, could directly or indirectly lead to rapid land-cover change. For example, in at least one model, a strong greenhouse-gas-induced climate warming enhances heterotrophic respiration such that the terrestrial ecosystems become a carbon source (Cox et al. 2000). The additional (global) warming together with a shift in atmospheric dynamics leads to a drastic warming over the Amazon region and a dieback of the Amazon forest within a few decades (Betts et al. 2004). Although this problem is still disputed, one has to consider the potential of biogeochemical feedbacks as drivers of rapid land-cover change in the future, and also in the past.

Generally, the question of how to detect “hot spots”, i.e., regions on Earth which are sensitive to any changes in climate forcing, has to be raised. Several methods have been identified here that are in use, or could be applied to the problem of rapid land-cover change: (i) the initial-value method; (ii) the construction of a stability diagram from climate system models; (iii) analysis of trends in the spectrum of long-term time series; and (iv) analysis of key physical processes. Since only some 10 years have passed after large-scale instabilities in the atmosphere–vegetation system were detected in numerical models, it is expected that further progress in this matter will be made soon. After all, the land in the climate system through its changing surface is now being realized as an important interactive component in the system and it is rightly attracting more interest in the research community.

Acknowledgments

The author would like to thank Christian Reick, Max Planck Institute for Meteorology, Hamburg, Germany, Victor Brovkin, Potsdam Institute for Climate
Holocene rapid land-cover changes

Impact Research, Germany, Michel Crucifix, Institut d’Astronomie et Géophysique George Lemaître, Louvainla-Neuve, Belgium, Guiling Wang, University of Connecticut, Storrs, CT, USA, as well as two anonymous reviewers for constructive discussion. Thanks are also due to Barbara Zinecker and Norbert Noreiks, Max Planck Institute for Meteorology, for editorial and technical assistance.

References


Holocene rapid land-cover changes


